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Considerable attention in reliability literature has been given to studying various
repair models. These models are often described under the assumption of minimal
repair. However, repairs of a failed system can be unsuccessful and, therefore,
should be repeated until a successful attempt. At certain instances, the assumption
of minimal repairs is too restrictive, as the repair can be worse than minimal due
to adverse effects of the previous repair attempts, external and internal shocks to
a system, insufficient quality of repair, etc. Therefore, in this paper, we use the
generalised Polya process to define and derive useful properties for a more general
multiple-repair-attempt process with the worse than minimal repair. This has the
minimal repair model as a special case. As an application, the corresponding age
replacement policy for the general multiple-repair-attempt model is defined and
the optimal solutions are obtained. Detailed numerical illustrations support our
findings.

Keywords: Generalised Polya process, Maintenance, Multiple repair attempts, Optimal age
replacement, Worse-than-minimal repair.

1. Introduction

Repair models are extensively studied in reliability literature. These models provide a mechanism
to analyse the performance of repairable systems and also define the corresponding maintenance
policies. Perfect repairs bring a system after repair to ‘as good as new state’ (modelled by the classical
renewal process; Barlow and Proschan, 1975). However, in practice, most repairs are imperfect. The
most commonly used imperfect repair model is described by minimal repair. Minimal repair restores
a system to the ‘as bad as old’ state and is considered to be a fairly reasonable assumption in reality.
The concept of minimal repair was introduced by Barlow and Hunter (1960), and it is well-known
that the the process of instantaneous (repair time is negligible) minimal repairs can be described by
the non-homogeneous Poisson process (NHPP) with the rate given by the failure rate that corresponds
to the underlying lifetime distribution. The NHPP often provides the closed-form analytical results
and easy derivations of mathematical properties, and as such, has allowed for the comprehensive
study of various preventative maintenance models under the assumption of minimal repairs; see, for
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example, Nakagawa (1980), Beichelt and Fischer (1980), Nakagawa (1986), Park et al. (2000), Tadj
et al. (2011), Badia et al. (2020), Liu and Wang (2021), to name a few.

A worse-than-minimal repair restores a system to a ‘worse than old’ state and considers the impact
that previous failures/repairs have had on the overall state of the system. For example, when a
component of a system fails, it may cause additional stress or damage to the non-failed components
of the system, resulting in system degradation. This would increase the failure rate function of the
system, and so the system will be ‘worse off” than it was just before failure. As shown in Lee and Cha
(2016), worse-than-minimal repair can be described by the generalised Polya process (GPP), which
was introduced and extensively studied in Cha (2014). Although more realistic in some instances,
this type of repair has not been as extensively studied in the literature; see, for example, Badia et al.
(2018), Cha and Finkelstein (2018), and Cha et al. (2023) for some notable considerations.

Cha and Finkelstein (2023) have considered recently a multi-attempt minimal repair model where
an attempt to repair a system after failure can be unsuccessful and, therefore, should be repeated
until a successful minimal repair. This repair process was described using the non-stationary/non-
homogeneous Polya-Aeppli process (see Chukova and Minkova (2019) for the generalisation of the
Polya-Aeppli process considered in Minkova (2004)), where each repair attempt is successful with
probability p (resulting in a minimal repair), and unsuccessful with probability 1 — p. An application
of this model to optimal replacement was considered here under a periodic replacement policy, where
an item is replaced on reaching age T (see Nakagawa, 2005). Cha and Finkelstein (2024) provided a
further generalisation to the application of the model in Cha and Finkelstein (2023) by considering
a practical extension to the preventative maintenance policy, where an item is replaced at some
specified age T or after kK > 1 consecutive unsuccessful minimal repairs, whichever comes first.

An unsuccessful repair attempt can occur for a number of reasons. For example, (a) complex
systems with intricate components (such as software, advanced electronic devices, and machinery)
may require multiple repair attempts due to the complexity of the internal structure, (b) systems that
contain a number of interconnected parts (such as automotive and medical systems) may require
multiple attempts to address the cascading effects of the initial failure, (c) technicians incorrectly
diagnosing the root cause of a failure may result in multiple repair attempts to correctly identify and
address the underlying issue (this example could also be linked to a trial-and-error repair strategy
if the exact cause is unknown), and (d) multiple repair attempts may be necessary if the spare parts
used in the initial attempts are faulty (or of lower quality) and do not immediately resolve the issue.
This makes the possibility of unsuccessful repair attempts a practically important consideration when
trying to model real-life maintenance for various systems.

The multi-attempt model in Cha and Finkelstein (2023), and hence Cha and Finkelstein (2024), like
many others, is built under the assumption that the successful repairs are minimal. This assumption
is not unrealistic, however, it can still be too restrictive to fully describe the underlying process. In
fact, at some instances, it may be more realistic to consider the successful repairs as worse-than-
minimal due to the adverse effects of the previous repair attempts, external and internal shocks to the
system, insufficient quality of a successful repair attempt, and so on. As a more specific example,
consider example (a) mentioned earlier. It is likely that when a system with a complex internal
structure is repaired, some components get damaged during the repair operation or simply due to
the additional stress on these components during the failure. Therefore, the repair does not restore
the system to as it was before the failure, but rather to a ‘weakened’ state. Even in example (d),
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replacing a part with a lower-quality part may return the system to an operable state after multiple
repair attempts, but the system will be more susceptible to failure in the future. That is, leaving the
system ‘worse off” than before the initial failure. Therefore, in this paper, we consider a more general
multiple-repair-attempt process to account for this practical possibility. A new methodology had to
be developed, as the non-homogeneous Polya-Aeppli process can no longer be used as in the case of
minimal repairs. Instead, as the GPP describes repairs that are worse-than-minimal, we use this as
the underlying assumption for the successful repair attempts to define our general model. Further,
appropriate analytical properties are derived under this assumption which allows for consideration of
the corresponding optimal preventative maintenance problem. It will also be shown that our general
multiple-repair-attempt process has the multi-attempt minimal repair model, described in Cha and
Finkelstein (2023), as its special case.

This paper is organised as follows. In Section 2, we provide some preliminary definitions and
properties for the GPP, which will be necessary for the forthcoming discussions. In Section 3, the
multiple-repair-attempt process is defined in the context of worse-than-minimal repairs. Section 4
details a further generalisation of the described multiple-repair-attempt process to the case where
the probability of a successful repair is time-dependent. In Section 5, we consider the application
of this process to the optimal age replacement problem and provide the corresponding numerical
illustrations. Concluding remarks are given in Section 6.

2. Preliminaries

This paper will define a multiple-repair-attempt process with the underlying assumption that the
successful repair attempts are modelled by the GPP. Therefore, in this section, we will provide a brief
yet sufficient discussion of the GPP and the relevant properties that will be necessary for developing
the corresponding counting process.

The GPP was characterised in Cha (2014) through the notion of stochastic intensity. Stochastic
intensity (or the intensity process), 4,, ¢ > 0 is a method to mathematically describe point processes
(see Aven and Jensen, 1999, 2000). For an orderly (or simple) point process {M(z),t > 0} whose
history (internal filtration) in [0, ¢) is H;~ = {M (u),0 < u < t}, the stochastic intensity A, is defined
through the following limit

. PM((t,t+At)=1]|H,") . E[M(t,t+Ar) | H -]
Ay = lim = lim s
Ar—0 At Ar—0 At

ey

where M (t,t + At) represents the number of events in [z, t + Af) (see, for example Finkelstein, 2008;
Finkelstein and Cha, 2013; Cha and Finkelstein, 2018). Note that the history of the process H,_ is the
set of all point events in [0, ), and can be equivalently defined in terms of M (#—) and the sequential
arrival times of the events 0 < 71 < Tp < ... < Tys—) < t, where T; is the time from O until the
arrival of the ith event in [0, ¢).

The heuristic interpretation of the stochastic intensity defined in (1) is given by A,df = E[dM (¢) |
H;_]. This is very similar to that of the ordinary failure rate of a random variable (Aven and Jensen,
1999). It is well known that the NHPP with rate A(¢) can be characterised through the deterministic
stochastic intensity. That is, 4, = A(¢), t > 0.

In Cha (2014), the GPP is defined as follows:
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Definition 1 (Generalised Polya process). A counting process {M (t),t > 0} is said to be a generalised
Polya process (GPP) with the set of parameters (A(z), @, 8), @ = 0, 8 > 0, if

i. M(0)=0;
i, A = (@M (=) + B) A (t).

From Cha (2014), the GPP with the set of parameters (A(¢),a = 0,8 = 1) reduces to the NHPP
with rate A(¢). Therefore, the GPP can be understood as a more general counting process, with the
NHPP as its special case. From the definition of the GPP, it is also clear that @ describes how much
influence the number of prior events (the history) has on the probability of occurrence of an event in
an infinitesimal interval of time, whereas A(¢) can be interpreted as some baseline rate function for
the process.

The corresponding failure/repair process for the GPP was defined in Cha (2014) for the parameter
set (A(t), @, B) under the assumption that the duration of the repair is negligible. Although already
mathematically tractable, a more suitable reparameterisation was presented in Lee and Cha (2016)
to define the GPP repair process without loss of generality. The definition of this GPP repair process
is given in Definition 2.

Definition 2 (GPP repair). For a system with failure rate A(¢), a repair is said to be a ‘GPP repair’
with parameter a if {M (¢),t > 0} is the GPP with the parameter set (A(?), @, 1).

It obviously follows that the stochastic intensity corresponding to this GPP repair process is
Ay =@M (t—=)+1)A(2)

and is equivalent to the stochastic intensity in Definition 1 with 8 = 1. Throughout this paper, we
will use the reparametrisation provided through Definition 2 as it sufficiently describes repairs that
are worse-than-minimal. For ease of notation, we will refer to the GPP with parameter set (A(1), @).

In order to derive the distribution of the multiple-repair-attempt process and define various other
properties, we will require the following supplementary results:

Lemma 1. For the GPP with set of parameters (A(¢), @), @ > 0, the following properties hold:
i. The distribution of M (¢) is given by
r (ﬁ + m)

where A(?) = /ot A(u)du.

P(M(t)=m)= (1-—exp{-aA(DO)}" (exp{-A(1)}), m=0,1,2,...,

ii. E[M(1)] = L(exp{aA(r)}-1).

iii. The conditional joint distribution of the arrival times (71, 15, . .., Tp(s)), given that M (z) = m,

18
m

ad (t;) exp{aA (t;)}

@1, T M) (71T Toaioy | m) = m! | | explaA (D)) -1
i=1

forO<t <t <...<ty.

The proofs for these properties, as well as an extensive discussion of other properties for the GPP
with parameter set (A(¢), @, 8), @ > 0, B > 0 can be found in Cha (2014).
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3. The multiple-repair-attempt process

Consider a system with a lifetime that is characterised by the absolutely continuous cdf F(¢), the
survival function F(¢) = 1 — F(¢), and failure rate A(z). When the system fails, a repair action is
performed. This repair action can be unsuccessful and, therefore, should be repeated until a successful
attempt. First, for simplicity, consider the case where each repair attempt is either unsuccessful with
probability (1 — p) or successful with probability p. The successful repair attempt is considered to
be a worse-than-minimal repair of the system.

Let M (t) represent the number of system failures in the interval (0,¢]. Assuming the time taken
to successfully repair the system after a failure is negligible, M (z) can also be interpreted as the
number of successful worse-than-minimal repairs by time 7. Then, obviously, the counting process
{M(t),t = 0} is the GPP with parameter set (A(t),@). Let N(t) represent the total number of
repair attempts, both successful and unsuccessful, in the interval (0, ¢]. If we consider {N(t),t > 0}
as a counting process and let X, X», ... be iid geometric random variables with parameter p and
independent of M (), then N () and the corresponding multiple-repair-attempt process can be defined
as follows:

Definition 3. Let {M(t),t > 0} be the GPP with parameter set (A(¢), @) and define N(¢) as
N (1) =X + X0+ + Xp(r)s

where X1, X, ... are iid geometric random variables with parameter p and independent of M (¢).
Then, the counting process {N(¢),t > 0} can be defined as the multiple-repair-attempt process with
parameter set (A(1), @, p).

In what follows, we will derive the distribution of N(¢) and present various properties to further
describe the process.

Proposition 3.1. The probability generating function (pgf) for N(t) is given by
1
1°
(exp{aA (D)} +yx (s) (1 —exp{aA (1)}))=

where ¥ x(s) = sp/(1 — (1 — p)s) is the pgf of a geometric random variable with parameter p.

YN (5) =

Proof. By definition,
Ung (s) = E [s575%Xu0 ] = [E [sszf” Xi | M (;)” :

Consider,

E [SZ.-“Z#” Xi| M (1) = m] =E [sZ?il X"] = ﬁ E (sX") = (x ()™,

i=1

where the last equality holds since X, X5, ... are iid geometric random variables with parameter p
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and common pgf Y x(s) = sp/(1 = (1 — p)s). Therefore,

0 r (]3 + m)
YN (s) = Z (Wx ()" ———— (1 —exp{-aA (N}" (exp{-A(1)})
m=0 r (%) m!
1
= L . .
(exp{aA (D)} +yx (s) (1 —exp{aA ()}))=
Proposition 3.2. The distribution of N (¢) is given by
P(N (1) =0) =exp{-A ()},
P(N(1)=n) = Z ( )p’” (1-p)"" ——— (1 —exp{-aA (N} (exp{-A(D}),
— \m—1 T (L) !
m=1 a/ m:
forn=1,2,....
Proof. Recall that N(¢) can be expressed as
N (1) =X, +Xo+- -+ Xpr)s
where X1, X, ... are iid geometric random variables with parameter p and independent of M (¢).

Then, obviously, for n = 0,
P(N(#)=0)=P(M (t)=0)=exp{-A(1)}.

Forn=1,2,...,

P(N()=n)=) P(N(t)=n|M(t)=m)P(M(&)=m),

m=1

where (N(t) = n | M(t) = m) follows a negative binomial random variable with parameters (p, m).
Thus,

n—1 n-m
P(N(t)=n|M(t)=m)=(m_l)p’"(l—p) ,
and, forn=1,2,...,

1

P(N (1) =n) = Z (m _ l)pm (I-p)"™ W (1 —exp{—aA (H}H™ (exp{-A(1)}).
P m:

It can also be shown that the following relationships hold for the interval (s, s + ¢]:

m=1

exp{—-aA(s+1)} @
l+exp{—aA(s+1)} —exp{-a[A(s+1) =A(s)]}]

P(N(s+t)—N(s)=0)=(
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and, forn=1,2,...,
n _ r é+m
P(N(s+t)—N(s):n):Z (n_ll)pm(l—p)"‘mg
ol [\ F(é)m!
o l—exp{-a[A(s+1)—A(s)]} "
I+exp{-aA(s+1)} —exp{—a[A(s+1) - A(s)]}
exp{-aA(s+1)} g
% (1+exp{—aA(s+t)}—exp{—a/[A(s+t)—A(s)]}) ’

The proofs follow similarly to Proposition 3.2 and have been omitted for brevity.

Proposition 3.3. The mean and the variance for N(z) are given by

exp{aA (1)} -1

E[N ()] =
ap
and
Var [N (1) = 2RO} = D (e oA D)+ (12 0)
ap
respectively.

Proof. This follows from E[N(t)] = zp}v(t)(l) and Var[N(1)] = zp;\’](t)(1)+nﬁ;\](z)(1)—(zp;\](t)(l))2.
]

Consider now the conditional joint distribution of the inter-arrival times (T1,T2,...,Ta(s) |
N(t) = n,M(t) = m). This is another useful result that further describes the properties of the
multiple-repair-attempt process. Observe that

P(N(t)=n,M(t) =m)
F($+m)

- (:1__ 1 )pm (1-p)" ™" (1 —exp{—aA (H})™ (exp {-A (1)})

1

I'(=)m!
a

forl<m<nn=12,....
The joint distribution of (71,7, ..., Ta ), N(t) = n, M(t) = m) is given by

f(ti,ta, ... ty, n,m)
= (,’;'_ll)p’" (1=p)"™ A(n) exp {=A (1)} (1 +@) A () exp{= (1 +a) [A () = A ()]}
XX (I+(m=1)a)d(ty)exp{=(1+(m—1)a) [A(tm) = A(tm-1)]}

xexp{— (1 +ma) [A(t) = A(tn)]}

n—1 F(é+m) m
=( _ )pm(l—m""’—(]_[aﬂ(mexp{w(n)} exp {~ (1 +ma) A (1)}
n i=1

| 0
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Thus,forO <t <tp <---<t, <,
f(t19t2»'~-,tm,n,m)
P(N(t)=n,M(t) =m)

1 (@A () exp {aA (1)}
_m'l_[( exp{a/\(t)}—l

f(t17t2a-~~stm|n,m)=

i=1

=f(t1’f2,---,tm|m)-

Obviously, (T1,T», ..., Ta@) | N(), M(t)) does not depend on N(¢).

In the described model, we consider two types of repair attempts: unsuccessful and successful.
As mentioned previously, successful repair attempts results in worse-than-minimal repairs of the
system and are, therefore, modelled by the GPP. That is, the distributional properties of M (¢) are
known. Now, we will derive the distribution of the unsuccessful repair attempts, N(¢) — M(t), and
the corresponding mean. These characteristics play an important role when planning maintenance
actions for a system subject to multiple repair attempts.

Proposition 3.4. The distribution and the mean of N () — M (¢) is given by
1
1
((L=p)exp{aA ()} +p)=

P(N(t)-M(t)=0) =

L o (m+k=1) F(%Hn)
p(N(;)_M(t)_k)—mz::l( _1 )P (1-p)* F(é)m!

X (I —exp{—aA ()} (exp{-A(r)}), fork=1,2,...,

and
E[N(t)-M(1)] =

exp{aA ()} -1 (1 —p)
a o |

respectively.

Proof. Observe that

P(N(t)—M(t)zO)=P(M(t)=0)+ZP(N(t)=m|M(t)=m)P(M(t)=m)
m=1
0 F(é+m)
= (exp{-A ()} + (exp {-A (D)) D .
m=1

(p (1 —exp{-aA(nN})"

(p (1 —exp{-aA(H})"

~ 0 F(%+m>
= (exp {-A (t)}),; P
1

((1-p)exp{aA ()} +p)@
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and

P(N(t)-M(t)=k)= Y P(N(5)=m+k|M (1) =m)P(M(1)=m)

m=1

F(é+m)

X (I —exp{—aA ()} (exp{-A(r)}), fork=1,2,....

- (5 o

m=1

Also, it is obvious that

E[N () -M@0]=E[N®]-E[M (0] = exp{aAa(t)}_l (1 ;p)

4. Further generalisation

In this section, we consider a further generalisation to the process described in Section 3. Suppose
now that each attempt to repair the system from a failure at time ¢ is unsuccessful with probability
(1—p(t)) and is successful with probability p(¢), independently. That is, consider the case where the
probability of a successful repair now depends on time. This is an important practical extension to the
previously defined model and can describe various real-life situations. For example, as an item ages, it
may become more difficult to execute a successful repair action. This could be incorporated through
a decreasing with time probability p(z). Unlike the time-independent case, deriving the general
properties of this process in closed form is not possible. However, we can obtain the corresponding
means for the processes N (), M(t), and L(¢t) = N(t) — M(¢) using the intensity function of a
counting process. Recall that the intensity function of a counting process {Y (¢), ¢ > 0} is defined by

dE [Y (1)]

ey (1) = —a

That is, if we can derive ¢y (1), E[Y ()] can easily be obtained as

ElY ()] = /0 oy (u) du.

The intensity functions @y (1), ¢ (1), and ¢y (t) for the processes N(t), M (t) and L(t), respectively,
as well as their corresponding means are given in Proposition 4.1.

Proposition 4.1. The intensity functions ¢x (2), ¢ (t), and ¢y (¢) are given by

o (1) = W oar (1) = (1) exp (A (1)
and |
o1 (1) = A(t) exp {aA (1)} (ﬂ)
p (1)

with corresponding mean values

E[N(t)]z/o “”)e’;p(i()“\(”)}du, E[M(t)]z/o A (u) exp {@A ()} du,
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and

E[L(1)] =/0 /l(u)exp{a/\(u)}(%;()”))du‘

Proof. To simplify notation, define N(z,1+At) = N(t+At) =N (1), M(t,t+At) = M(t+At) - M(2).
Further, let S;, i = 1,2, ... denote the ith occurrence time of the GPP {M(¢),t > 0} in the interval
(t,t + At]. Then,

N (I, t+ At) =Y+ +--- +YM(t,t+At),

where the Y;,i = 1,2, ... are independent geometric random variables with corresponding probability
of success p(s;).
Observe that
E[N(t,t+At)] =E[E[N (t,t+At) | M (t,t + Ar)]]

and

E [N (t,t+At) | M (¢,t + At)]

where Es, s, . Sarir.rean |M (1.0+A1) [-] represents the expectation with respect to the conditional joint
distribution of (S1,S2, ..., Spm.+ar) | M (2,1 + At)).
Now,

E[N(t,t+A1) | S1=151,52 =52, .., Sm(r.0ear) = Sms> M (1,1 + At) = m]
=F [Y] (S1)+Y2 (SQ) +‘--+Ym (Sm)] s

where Y;(s;) is the geometric random variable with corresponding success probability p(s;). Thus,

|
E|N@tt+A) | S1=51,8=52,...,8 =S, M (t,t +At) =m| =
[ M (t,t+At) ] ; 0 (Si)
and
M (t,t+At) 1
E [N (t’t+ A[) | M (t’t+ At)] = Esl,Sz ..... S (e,e+0) | M (2,1 +At) .
—~ o p(si)

By Theorem 3 in Cha (2014), the conditional joint distribution of (S, Sz, ..., Sm | M (t,t + At) = m)
is given by

1<s1 <S8y <---<8§, <t+Ar

m ( @l (s;) exp {aA (s;)}

m! l_[ s
;1 \exp {aA (t+At)} —exp{aA (1)}
Hence, the conditional joint distribution of (S, S2,...,S, | M(z,t + At) = m) is the same as the
joint distribution of V(1), V(2), ..., Vim), where V(1) < V(o) < ... < V|, are the order statistics of

iid random variables Vi, Va, . .., V,,, which share common pdf

ad (v)exp{aA (v)}
exp {aA (t+ At)} —exp{aA (1)}’

t<v<t+Ar
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Thus,
M (t,t+At) 1 m
E 15925005 M (t,t+At I,1+At
Z 7
3 AL al (v)exp {aA (v)}
) ’"/o p (v) exp {aA (1 + A1)} —exp (@A (1)}
Finally,
_ At ald (v)exp {aA (v)}
EIN e+ a0l = [M e [ A G A oo R
1 ad (v)exp{aA (v)}

t+At
=E[M(t,t + Ar)] /0 p (v) exp{ah (t + AN} —exp{aA (D}
- /HAt A(v)exp{aA ()}
0

p ()
From the definition of the intensity function,
dE [N ()]
)= ——2
en (1) dr
. E[N(t,t+Ar)]
= lim ——M=—
At—0 At
t+At /l(v)exp{a/A(v)}dv
= lim /0 L0)
At—0 At
_ A exp{aA ()}
p (1) '
Obviously, ¢as (1) = A(t) exp{aA(t)}, and
1-p (1)
oL (1) = ¢n (1) —om (1) = A(2) (W exp {aA(1)}.
The corresponding means can be found by integrating the respective intensity functions. [

Remark 1. We have considered the case where the successful repairs are modelled by the corre-
sponding GPP and are thus considered to be worse-than-minimal repairs. In Cha and Finkelstein
(2023), the successful repairs are modelled by the corresponding NHPP and are thus considered to be
at least minimal. As the NHPP is a special case of the GPP, the results presented in Proposition 4.1
can be considered as a further generalisation of the results presented in Cha and Finkelstein (2023).
To obtain the results of this special case from our model, we take the limit as « tends to 0. This
results in intensity functions given by

A(1)

YN (t) === M (t) =4 (t) and oL ([) = /l([) (1_—p(t)) ,
p (1)

p (1)
as per Cha and Finkelstein (2023).
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5. Application to optimal age replacement

Consider a system with increasing baseline failure rate (failure rate before the first failure/successful
repair) A(¢z). This is a common assumption in optimal maintenance problems as it describes the
natural degradation or aging of a system with time (see Nakagawa, 2005). On each failure, the
repair action is initiated. This repair action is successful with decreasing probability p(t), resulting
in a worse-than-minimal repair, or it is unsuccessful with probability 1 — p(¢), resulting in another
repair attempt, which can itself be either successful or unsuccessful, independently, and so on. For
simplicity, we will assume that the time from failure until a successful worse-than-minimal repair
is negligible. Suppose that a system is replaced with a new one when it reaches age T (periodic
replacement policy). That is, after each replacement, a new cycle begins, and so on. Therefore, it is
sufficient to consider only the expected cost rate on one first cycle.

Let ¢y, cs, and ¢, be the cost of an unsuccessful repair attempt, a successful worse-than-minimal
repair, and replacement, respectively. Then, from Proposition 4.1, the long-run expected cost rate,
which is often used for the cost-wise characterisation of the preventive maintenance policy, is given
by

- cu i A () ( o) ) exp{aA (u)} du+c, [ A (u)exp {aA (u)} du+c,
C = .
T

If a system does not age, then there is no need to replace it. Therefore, the increasing baseline failure
rate and decreasing probability of successful worse-than-minimal repair assumptions guarantee the
existence of an optimal replacement time. The existence of the optimal replacement time, under
these assumptions, is given in Proposition 5.1.

Proposition 5.1. If
(i) p(¢) is strictly decreasing to 0 and A(#) is strictly increasing, or
(i) p(¢) is strictly decreasing and A(¢) is strictly increasing to oo,
then there is a unique solution 7* which minimises ¢(7).
Proof. For simplicity, let

1-p(T)
p(T)
1-p(u)

T T
_{Cu./o /l(u)(W)exp{aA(u)}du+cs/0 /l(u)exp{aA(u)}du+c,}.

Y((T)=T {cu/l (T) ( ) exp {aA (T)} + csA (T) exp {aA (T)}}

Then,
, 1

It can easily be seen that
Y (0) =—c, <0.



A GENERAL MULTIPLE-REPAIR-ATTEMPT PROCESS 93

Further, under the given assumptions,

1-p(T)

W (T) =T|ca {i [/l (T) (1 —p (T))] exp {aA (T)} + ad (T)? (—
p(T)

a "N\ T Jowten ]

+c {4 (T) exp{aA (T)} + @A (T)* exp {aA (T)}}) >0,

and thus W (7) is increasing for all T > 0.
To aid in the remainder of this proof, ¥(T') can be rewritten as

W (T) = CM/O {/l (T) (%T()T)) exp {aA (T)} — A (u) (%;()”)) exp {aA (u)}} 1, [0, 7] du

+es / {A(T)exp{aA(T)} - A (u) exp {aA (u)}} 1, [0, T] du — ¢,
0
by rearranging the terms. Then, under the given assumptions,

1-p(T)

Am A ) ( D)

) exp {aA (T)} = eo,
and .
/ {A(T)exp{aA(T)} — A (u) exp{aA (u)}}1,[0,T]du > 0, VT > 0.
0
Thus, by the monotone convergence theorem,
Tlgrgo Y (T) = oo.

Therefore, as W(T') is increasing from —c, to co, a unique solution 7* which solves the equation
¢’(T) = 0 exists. [

Numerical illustrations

For convenience, we will consider the case where ¢, = ¢y to demonstrate the optimal replacement
results. Note that in this case the objective function can be rewritten as

oy A (S22 exp fan (o)} du+ 2 () exp{an () du+ &
Cu - T .

First, let us consider the case where p(z) = 1. This can be considered as the classical case without
multiple attempts. Let A(t) = 0.1¢, ¢, 10, ¢, = 1,2,3, and @ = 0,0.1,0.2,0.5. Note here
that the NHPP (@ = 0) curve is equivalent to the multi-attempt minimal repair case discussed in
Cha and Finkelstein (2023). It is clear from Figure 1 and all subsequent figures, that an optimal
replacement time 7™ exists. Further, the optimal replacement time T is decreasing for increasing
a. This conforms with the general reasoning. Previously conducted repairs having more influence
on the system’s susceptibility to failure would suggest replacing the system sooner. Similarly, the

optimal replacement time 7 is decreasing for increasing c,,. The higher cost of a repair would mean
that we should replace the system more often.
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Table 1. T for p(t) = 1, A(¢)
0.1¢, ¢, = 10, ¢, = 1,2,3, and «
0,0.1,0.2,0.5

cu\a 0 0.1 02 05

1 14.14 10.00 8.60 6.75

2 10.00 798 7.07 5.75

3 816 6.88 622 5.18

Table 3. T* for p(t) = exp{-t/5},
A(t) = 0.1(2+ 1), ¢, = 10, ¢, =
1,2,3,and @ = 0,0.1,0.2,0.5

Table 2. T* for p(t) = exp{-t/5},
A(t) =0.1¢, ¢, =10, ¢, = 1,2,3, and
a=0,0.1,0.2,0.5

cu\a 0 0.1 02 05
1 645 6.05 574 5.11
2 524 5.00 479 4235
3 4.61 443 428 3.93

Table 4. T* for p(t) = exp{-t/2},
A() = 0.1¢, ¢, =10, ¢, = 1,2,3,
and @ =0,0.1,0.2,0.5

cu\a 0 0.1 02 05 cu\a 0 0.1 02 05
1 394 370 352 3.17 1 416 4.07 3.99 3.77
2 327 313 3.02 278 2 351 345 340 3.25
3 293 283 274 255 3 3.16 3.11 3.07 295

The optimal replacement times 7 for the various combinations of @ and c,, in the classical case are
given in Table 1. These results also support that, for increasing « and increasing c,,, T* is decreasing.

In Figure 2 and Table 2 the probability of a successful repair attempt is changed to p(f) =
exp{—t/5}. We see that the times for optimal replacement 7* under all combinations of ¢, and «
are smaller than those in the classical case with p(¢t) = 1. This is intuitively clear as the decreasing
probability of a successful repair introduces certain ’aging’ into the system, and as such, we should
replace the system sooner.

In Figure 3 and Table 3 the baseline failure rate is now changed to A(7) = 0.1(¢> + 1). We see
that the times for optimal replacement 7* under all combinations of ¢, and @ are once again smaller
than those in Figure 2 and Table 2, and therefore are smaller than those in the classical case with
p(t) = 1. Increasing the baseline failure rate introduces additional aging to the system, and as such,
replacement should be carried out at an earlier time.

Finally, in Figure 4 and Table 4, the baseline failure rate is once again given by A(¢) = 0.1¢, and the
probability of a successful repair attempt is p(¢) = exp{—¢/2}. Comparing the optimal replacement
times 7" under the various combinations of ¢,, and a with those in Figure 2 and Table 2, we can see,
as expected, the steeper decrease of p(r) results in smaller values of T for all cases. Once again,
the case where p(t) = exp{—#/2} implies more aging to the system, and as such, replacement should
occur sooner.
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Figure 1. ¢(T)/c, for p(¢) = 1, A(t) = 0.1¢, ¢, = 10, and varying « with ¢,, = 1 (left), and varying
¢, with @ = 0.1 (right).
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Figure 2. ¢(T)/c, for p(t) = exp{-t/5}, A(t) = 0.1¢, ¢, = 10, and varying a with ¢, = 1 (left), and
varying ¢, with & = 0.1 (right).
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Figure 3. ¢(T)/c, for p(t) = exp{—t/5}, A(t) = 0.1(£*> + 1), ¢, = 10, and varying & with ¢, = 1
(left), and varying ¢, with @ = 0.1 (right).

Figure 4. ¢(T)/c,, for p(t) = exp{-t/2}, A(t) = 0.1¢, ¢, = 10, and varying a with c¢,, = 1 (left), and
varying ¢, with @ = 0.1 (right).
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6. Conclusions

In practice, an attempt to repair a failed system can be unsuccessful and, therefore, will need to be
repeated until a successful repair has been made. These unsuccessful repair attempts can occur due
to a number of reasons, such as faulty spare parts, system design flaws, the failure of another system
component while replacing the failed one, errors in fault detection, and so on. Therefore, to model
maintenance of various real-world systems, unsuccessful repair attempts are an important practical
consideration. Beyond taking into account the possibility of multiple repair attempts, it is also
important to consider that the successful repairs to the system may, in fact, be worse-than-minimal.
This could occur due to the adverse effects of the previous repair attempts, external and internal
shocks to the system, insufficient quality of a successful repair attempt, and so on. Therefore, in this
paper, a general multiple-repair-attempt process was defined to account for situations where this may
occur.

The multiple-repair-attempt process was derived under the assumption that the underlying process
for successful repair attempts is the GPP. This process is becoming well-known in the literature to
model repairs that are considered to be worse-than-minimal. Under this assumption, we derive a
number of analytical properties that allow for the consideration of the corresponding age replacement
problem. The existence of an optimal replacement time is also discussed, and detailed numerical
examples under various settings are provided. We also have shown that the multi-attempt minimal
repair model, discussed in Cha and Finkelstein (2023), is a special case to our more general model.

Further generalisation of this multiple-repair-attempt model to the case of imperfect repair could
become technically challenging without the use of additional assumptions and simplifications. How-
ever, we believe there is still potential for further research in relation to the preventative maintenance
policy under this model. For example, the policy could be generalised to consider the case where
replacement is carried out when the system reaches age T or the number of unsuccessful attempts
during one repair action reach a predetermined threshold, say k, whichever comes first. Alternatively,
replacement is carried out when the system reaches age T or the cumulative number of unsuccessful
repair attempts reaches a predetermined threshold, say ¢, whichever comes first.
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