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Abstract: Arimoto (1971) introduced, among other things, a class of entropies for probability
distributions on any finite set of elements, which includes Shannon’s entropy (1948) as a special
case. Restricted to the set P2 of probability distributions P = (t,1− t) on a set with only two
elements his class of entropies is given in terms of

hα(t) =


1

1−α
[1− (t1/α +(1− t)1/α)α ] if α ∈ (0,∞)\{1}

− [t ln t +(1− t) ln(1− t)] if α = 1
min(t,1− t) if α = 0 .

As Vajda (2009) extended a certain class of Csiszár’s f -divergences, which are closely related to
Arimoto’s entropies to all parameters α ∈ R, the authors of this note generalised the special case
of Arimoto’s entropies for probability distributions P ∈P2 to all α ∈ R (De Wet and Österreicher,
2016). It turns out that these entropies are given for negative α =−k, k ∈ (0,∞), by

h−k(t) =
1

1+ k
t(1− t)

[t1/k +(1− t)1/k]k
, t ∈ [0,1].

In the present note their extension to probability distributions P ∈Pn for n ≥ 2 is investigated. In
addition, a comparison of Arimoto’s extended class of entropies with Rényi’s and Tsallis’ classes, is
given. For the axiomatic characterization of the latter two classes of entropies we refer to the survey
paper by Csiszár (2008).

1. Main Part

Let Pn be the set of all probability distributions P = (p1, ..., pn) on a set Ω = {ω1, ...,ωn} with n
elements, n ∈ N\{1}. All entropies H considered in this paper (a) are symmetric, i.e. they depend
on the probabilities pi, i ∈ {1, ...,n}, however, not on their order; more precisely, it holds

H((pπ1 , ..., pπn)) = H((p1, ..., pn))
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for all permutations (π1, ...,πn) of {1, ...,n} and all n≥ 2, and (b) attain their maximal values H(P)
if and only if P is a uniform distribution Pn = ( 1

n , ...,
1
n ) ∈Pn, n≥ 2.

Arimoto’s class of entropies is defined in terms of the so-called functions of uncertainty

ψα(s) =

{
1−s1−α

1−α
for α ∈ [0,∞)\{1}

− lns for α = 1
, s ∈ [0,1].

In view of Arimoto (1971, p. 183), Vajda (1989, p. 322), and Csiszár (1974, Section 4), the following
corresponding definition seems appropriate.

Definition 1 The function ψ : [0,1] 7→ R̄ is called a function of uncertainty if it is strictly monotone
decreasing and satisfies ψ(1) = 0 and, consequently, ψ(s)> 0 ∀ s ∈ [0,1). 2

Furthermore, let P = (p1, ..., pn), Q = (q1, ...,qn) ∈Pn and

Hψα
(Q,P) =

n

∑
j=1

p j ·ψα(q j) .

Then

Hα(P) := Hψα
(Q∗α ,P) = min(Hψα

(Q,P), Q ∈Pn)

and the optimal distribution Q∗α is given by

Q∗α = (sα(1), ...,sα(n)) and sα( j) =
p1/α

j

∑
n
i=1 p1/α

i

, j ∈ {1, ...,n}, α ∈ (0,∞).

Arimoto’s class of entropies is consequently given by

Hα(P) =


1

1−α
[1− (∑n

j=1 p1/α

j )α ] for α ∈ (0,∞)\{1}
−∑

n
j=1 p j ln p j for α = 1

1− pmax for α = 0 ,

where pmax = max(p j, j ∈ {1, ...,n}).
Special cases:

• For α = 1 the optimal distribution is Q∗1 = P and H1(P) is Shannon’s entropy (1948).

• For α = 0 let Ωmax = {ω j : p j = pmax, j ∈ {1, ...,n}}. Then every probability distribution Q∗0
with support Ωmax is optimal.

Both special cases are limiting cases of Arimoto’s class of entropies.

2 Note that the functions of uncertainty for Arimoto’s extended class of entropies are also convex; that the convexity of the
uncertainty functions for Rényi’s class of entropies, however, is only given for the parameters α ∈ [1,αR], αR ' 1.53, and that
the convexity of the functions of uncertainty for Tsallis’ class of entropies is only given for the parameters α ∈ [1,2]∪ [3,5].
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Remark 1 As already mentioned in the abstract, the authors’ extension of Arimoto’s class of en-
tropies (1971) for probability distributions P∈P2 to all α ∈R (De Wet and Österreicher, 2016) was
stimulated by Vajda’s (2009) extension of a certain class ϕα , α ∈ [0,∞), of Csiszár’s f -divergences
to all α ∈R. The latter was studied in a series of papers, including those of 1993 and 2003, by Vajda
and Österreicher. For Csiszár’s seminal paper (1963) on f -divergences and further results on this
topic we also refer to the pertinent literature.

Theorem 1 Let k ∈ (0,∞) and P = (p1, ..., pn) ∈Pn satisfying p j > 0 ∀ j ∈ {1, ...,n}, n ≥ 2.
Furthermore, let

ψ−k(s) =
(1− s)1+k

1+ k
, s ∈ [0,1],

be the functions of uncertainty and

H−k(P) := Hψ−k(Q
∗
−k,P) = min(Hψ−k(Q,P), Q ∈Pn).

Then the optimal distribution
Q∗−k = (s−k(1), ...,s−k(n))

is given by

s−k( j) = 1− (n−1) ·
p−1/k

j

∑
n
i=1 p−1/k

i

, j ∈ {1, ...,n},

and Arimoto’s extended entropy is for α =−k, k ∈ (0,∞),

H−k(P) =
(n−1)1+k

1+ k
·

[
n

∑
j=1

p−1/k
j

]−k

=
∏

n
i=1 pi

[∑n
j=1[∏

n
i=1,i6= j pi]1/k]k

.

Example For the special case k = 1, which is related to the squared Puri-Vincze distance (4 ·
ϕ−1(u) = 1

2
(u−1)2

1+u , (Puri and Vincze, 1988)), it holds

H−1(P) =
(n−1)2

2
·

[
n

∑
j=1

p−1
j

]−1

=
(n−1)2

2
· ∏

n
i=1 pi

∑
n
j=1 ∏

n
i=1,i6= j pi

.

Proof. Applying the method of Lagrange multipliers yields

∂

∂ p̃ j
[

n

∑
i=1

pi ·
(1− p̃i)

1+k

1+ k
+λ ·

n

∑
i=1

(p̃i−1)] =−p j · (1− p̃ j)
k +λ = 0

and hence
p̃ j = 1−λ

1/k · p−1/k
j .

Summation of the latter gives

n−λ
1/k ·

n

∑
j=1

p−1/k
j = 1 and thus λ

1/k =
n−1

∑
n
j=1 p−1/k

j

.
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Hence

s−k( j) = p̃ j = 1− (n−1) ·
p−1/k

j

∑
n
i=1 p−1/k

i

, j ∈ {1, ...,n}.

Therefore, for Arimoto’s extended entropy it holds that

1+ k
(n−1)1+k ·H−k(P) =

1
(n−1)1+k

n

∑
j=1

p j ·

1− (1− (n−1)
p−1/k

j

∑
n
i=1 p−1/k

i

)

1+k

=
n

∑
j=1

p j ·

 p−1/k
j

∑
n
i=1 p−1/k

i

1+k

=
∑

n
j=1 p j · p

− 1+k
k

j

[∑n
i=1 p−1/k

i ]1+k

=
∑

n
j=1 p−1/k

j

[∑n
i=1 p−1/k

i ]1+k
= [

n

∑
i=1

p−1/k
i ]−k .

Finally, because of
n

∑
j=1

1

p1/k
j

=
∑

n
j=1[∏

n
i=1,i6= j pi]

1/k

[∏n
i=1 pi]1/k

and thus [
n

∑
j=1

p−1/k
j

]−k

=
∏

n
i=1 pi

[∑n
j=1[∏

n
i=1,i6= j pi]1/k]k

,

the former yields the alternative representation

H−k(P) =
(n−1)1+k

1+ k
· ∏

n
i=1 pi

[∑n
j=1[∏

n
i=1,i6= j pi]1/k]k

.

�
Special Case For n = 2 and P = (t,1− t) ∈P2 this, indeed, yields

h−k(t) =
1

1+ k
· t · (1− t)
[t1/k +(1− t)1/k]k

with the limiting case h0(t) = min(t,1− t) = 1−max(t,1− t).
The following general property is easily verified.

General Property: Let Pn = ( 1
n , ...,

1
n ) ∈Pn be the uniform distribution on a set Ω = {ω1, ...,ωn}

with n ≥ 2 elements. Then for every α ∈ R the corresponding optimal distribution Q∗α = Q∗α(Pn)

equals Pn and its entropy is

Hα(Pn)≡ ψα

(
1
n

)
.

Proposition 1 It is easily seen that the class of functions

s 7→ ψα(s), s ∈ [0,1], α ∈ R,
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of uncertainty is for all s∈ (0,1) strictly monotone increasing on R. Therefore the class Hα(P), α ∈
R, of entropies is also strictly monotone increasing on [0,∞) for all non-degenerate probability
distributions P ∈Pn and all n≥ 2 and on (−∞,0) for all probability distributions P ∈Pn satisfying
pmin > 0 and all n≥ 2.

Remark 2 It is also easily seen and a well-known fact that Arimoto’s entropy for α = 0 is also the
limiting case

lim
α↘0

Hα(P) = H0(P)

for all distributions P ∈Pn and all n≥ 2. Because of this fact and the validity of limk↘0 H−k(P) =
H0(P) for distributions P = (t,1− t) ∈P2 one might be tempted to assume that this holds true for
all distributions P ∈Pn and n ≥ 2. However, this is not necessarily the case, as can be seen from
the following Proposition.

Proposition 2 Let, for n > 2,

pmin = min(p j, j ∈ {1, ...,n})> 0 .

Then
lim
k↘0

H−k(P) = (n−1) · pmin ≤ 1− pmax ,

where equality holds true if and only if P is a permutation of a distribution P̃n = ( 1−t
n−1 , ...,

1−t
n−1 , t), t ∈[ 1

n ,1
)
.

Proof. Let β = 1
k and x j =

1
p j
, j ∈ {1, ...,n}. Then, since

lim
β↗∞

(
n

∑
j=1

xβ

j )
1/β = max(x j : j ∈ {1, ...,n}),

it holds that

H−k(P) =
(n−1)1+k

1+ k
· 1
(∑n

j=1(
1
p j
)1/k)k

=
(n−1)1+1/β

1+1/β
· 1
(∑n

j=1(
1
p j
)β )1/β

↗ (n−1) · 1
max( 1

p j
)
= (n−1) · 1

1/pmin
= (n−1) · pmin .

Let P = (p1, ..., pn−1, pn) with pn = pmax. Then

(n−1) · pmin ≤
n−1

∑
j=1

p j = 1− pn = 1− pmax ,

where equality holds if and only if P = P̃n = ( 1−t
n−1 , ...,

1−t
n−1 , t), t = pmax ∈

[ 1
n ,1
)
. �

Note that, obviously, Arimoto’s extended entropies H−k(P) for k∈ (0,∞) and probability distribu-
tions P = (p1, ..., pn) ∈Pn and n > 2 can only be defined if pmin > 0 3. Hence the property

H((p1, ..., pn−1,0)) = H((p1, ..., pn−1)),

3 Note that the limit of H−k(P) for pmin↘ 0 vanishes.
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the so-called expansibility, which is valid for nearly every measure of entropy – including Arimoto’s
entropies for all α ∈ [0,∞) – cannot be fulfilled for the class of entropies H−k(P) for k ∈ (0,∞).

2. Comparison of Arimoto’s Class of Entropies with Two Fur-
ther Classes

As for Arimoto’s class of entropies the special case of Shannon’s entropy is also included in the
following two classes of entropies for the parameter α = 1 in a limiting way. To begin with, we state
it therefore in the terminology of these classes

R1(P) = S1(P) = H1(P) =−
n

∑
j=1

p j ln p j ,

in order to avoid repeating its definition within that of the classes Rα(P), α ∈ [0,∞], and Sα(P), α ∈
[0,∞).

Rényi’s Class of Entropies of Order α ∈ [0,∞], is given by (Schützenberger, 1954; Rényi, 1961):

Rα(P) =

{
1

1−α
ln(∑n

j=1 pα
j ) for α ∈ [0,∞)\{1}

− ln(pmax) for α = ∞

and for the uniform distribution Pn = ( 1
n , ...,

1
n ) therefore Rα(Pn)≡− ln( 1

n ).

Proposition 3 Rα(P) is strictly monotone decreasing on [0,∞] for all non-degenerate probability
distributions P ∈Pn, P 6= Pn = ( 1

n , ...,
1
n ), and n≥ 2.

Proof. Let α ∈ (0,∞)\{1} and

ρα(P) = (1−α)2 · ∂

∂α

ln(∑n
j=1 pα

j )

1−α
.

Let Q = (q1, ...,qn) and R = (r1, ...,rn) ∈Pn be two probability distributions, furthermore let

I(Q ‖ R) =
n

∑
j=1

q j ln(
q j

r j
)

be the I-divergence of Q and R and, finally, let

Qα = (qα(1), ...,qα(n)) with qα( j) =
pα

j

∑
n
i=1 pα

i
, j ∈ {1, ...,n}.

Then it turns out that

ρα(P) =−I(Qα ‖ P)
{

< 0 for α ∈ (0,∞)\{1}
= 0 for α = 1 ,

the latter since I(Q ‖ R)> 0 if and only if R 6= Q. �
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Remark 3 Let α ∈ [0,∞)\{1}, P = (p1, ..., pn) ∈Pn and Qα ∈Pn as above. (A) Then, as can
be easily seen, the difference Rα(P)−H1(P) equals the (1−α)-th part of the I-divergence of the
distributions P and Qα , i.e. it holds

Rα(P) = H1(P)+
1

1−α
I(P ‖ Qα) .

(B) Now let, in addition, R = (r1, ...,rn) ∈Pn, whereby we assume for simplicity rmin > 0. Then
the term

Dα(P ‖ R) =
1

α−1
ln(

n

∑
j=1

pα
j · r1−α

j ) , α ∈ (0,∞)\{1},

called Rényi’s divergence of order α of P and R, is an extension of its limiting case limα→1 Dα(P ‖
R) = I(P ‖ R). Rényi’s entropy and Rényi’s divergence of order α obey the following relationship

Rα(P) = H1(Pn)−Dα(P ‖ Pn) .

Remark 3 is the result of a very valuable suggestion by the Referee whom we also owe the reference
to the paper by Van Erven and Harremoës (2014).

Already Arimoto (1971) stated that in view of lnu < u− 1, u ∈ (0,∞)\{1}, the following se-
quences of inequalities hold for all non-degenerate probability distributions P ∈Pn, P 6= Pn, and all
n≥ 2

H1(P)< Rα(P)< H1/α(P) for α ∈ (0,1) and
H1(P)> Rα(P)> H1/α(P) for α ∈ (1,∞].

Remark 4 For the special case n = 2 Rényi’s class of entropies of a distribution
Pt = (t,1− t) ∈P2 is given by

Rα(t) = Rα(Pt) =


1

1−α
ln(tα +(1− t)α) for α ∈ [0,∞)\{1}

−(t ln t +(1− t) ln(1− t)) for α = 1
− ln(max(t,1− t)) for α = ∞ .

Furthermore let, (see Österreicher and Vajda, 1993, section II),

ψ
R
α (s) :=Rα(s)+(1− s) ·R′α(s)

=


1

1−α
(α( sα−1

sα+(1−s)α −1)+ ln(sα +(1− s)α) for α ∈ [0,∞)\{1}
− lns for α = 1
− ln(max(s,1− s))+ sgn( 1

2 − s) · 1−s
max(s,1−s) for α = ∞ .

Rényi’s entropy Rα(Pt) is, as a function of t ∈ [0,1], concave on the whole interval [0,1] if and only
if α ∈ (0,2]. Therefore, for these and only these α the functions s 7→ ψR

α (s) are strictly monotone
decreasing on the whole interval [0,1] and are, because of ψR

α (1) = 1, functions of uncertainty in
the sense of Definition 1. As a matter of fact, the functions ψR

α are the corresponding functions of
uncertainty for all α ∈ (0,2] and the optimal distribution for Pt equals Q∗α(Pt)≡ Pt . Nonetheless, the
family of linear functions

t 7→ h̄α(t,s) = t ·ψR
α (s)+(1− t) ·ψR

α (1− s), s ∈ [0,1],

is the family of supporting resp. generating lines of the entropy function t 7→ h̄α(t, t) = Rα(Pt), t ∈
[0,1] also for the parameters α ∈ {0}∪ (2,∞].
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Tsallis’ Class of Entropies of Order α ∈ [0,∞) is given by (Havrda and Charvát, 1967; Daróczy,
1970; Tsallis, 1988):

Sα(P) =
1

α−1

[
1−

n

∑
j=1

pα
j

]
for α ∈ [0,∞)\{1}

and for the uniform distribution Pn = ( 1
n , ...,

1
n ), therefore

Sα(Pn) =

{ 1
α−1 ·

[
1− ( 1

n )
α−1
]

for α ∈ [0,∞)\{1}
− ln( 1

n ) for α = 1 .

Proposition 4 Sα(P) is strictly monotone decreasing on [0,∞) for all non-degenerate probability
distributions P ∈Pn and all n≥ 2.

Proof. Let α ∈ (0,∞)\{1} and

σα(P) = (α−1)2 · ∂

∂α

1−∑
n
j=1 pα

j

α−1
.

Then applying lnu < u−1, u ∈ (0,∞)\{1}, yields

σα(P) =
n

∑
j=1

pα
j · (1+ ln p1−α

j )−1

<
n

∑
j=1

pα
j · p1−α

j −1 =
n

∑
j=1

p j−1 = 0.

�
Since the functions

δα(u) =
1−u1/α

1−1/α
− 1−u

α−1
, u ∈ (0,∞), α ∈ (0,∞)\{1},

satisfy δα(1) = δ ′α(1) = 0 and δ ′′α(u) =
u1/α−2

α
> 0 it holds δα(u) > 0 ∀ u ∈ (0,∞)\{1} and, by

inserting for u = ∑
n
j=1 pα

j , therefore

Sα(P)< H1/α(P) for α ∈ (0,∞)\{1}.

In addition, for all non-degenerate distributions P ∈Pn, P 6= Pn, and all n≥ 2 it holds

H1(P)< Rα(P)< Sα(P) for α ∈ [0,1) and
H1(P)> Rα(P)> Sα(P) for α ∈ (1,∞) .

Remark 5 Again, let n = 2. Then for every α ∈ (0,∞) the function

ψ
S
α(s) =

{
1−α·sα−1

α−1 + sα +(1− s)α for α ∈ (0,∞)\{1}
− lns for α = 1

, s ∈ [0,1],

which is similarly defined as ψR
α (s) in Remark 4, is monotone decreasing and satisfies ψα(1) = 0

and is, therefore, a function of uncertainty in the sense of Definition 1.
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(A) For the special case n = 2 the class of entropies corresponding to this class of functions of
uncertainty is Tsallis’ class of entropies

Sα(Pt) =

{
1−(tα+(1−t)α )

α−1 for α ∈ (0,∞)\{1}
−(t ln t +(1− t) ln(1− t)) for α = 1 ,

where the optimal distribution for Pt = (t,1− t) ∈P2 equals Q∗α(Pt)≡ Pt .

(B) The above functions of uncertainty for the special cases α = 2 and α = 3 are

ψ
S
2 (s) = 2(1− s)2 and ψ

S
3 (s) =

3
2
(1− s)2

and, therefore, are the quadruple resp. triple of the function of uncertainty of the special case
k = 1 of Arimoto’s extended class of entropies. Consequently, for the special case n = 2 the
corresponding entropies are the quadruple resp. triple of that of Arimoto’s extended class for
k = 1. Since H−k(P), k ∈ (0,∞), is limited to distributions P ∈Pn, which satisfy pmin > 0,
except for n = 2, the latter cannot apply for n > 2.

(C) Note that for the special case α = 2

κ(P)− 1
n
= I(P) :=

n

∑
j=1

(p j−
1
n
)2 = 1− 1

n
−S2(P)

holds, where κ(P) = ∑
n
j=1 p2

j is Friedman’s time-honoured Index of Coincidence (1920) and
I(P) the measure of information proposed by Brukner and Zeilinger (2001) in their paper. For
further applications of κ(P) see, e.g., Österreicher (2008, Section 2.4).

Remark 6 Let P ∈Pn and n≥ 2. Then owing to

κ(P) =
n

∑
j=1

p2
j ≤ pmax ·

n

∑
j=1

p j = pmax

it holds

H0(P) = 1− pmax ≤ 1−
n

∑
j=1

p2
j = S2(P) ,

with equality iff P = Pn = ( 1
n , ...,

1
n ). For the final statement let P∈Pn satisfy pmin > 0 for all n≥ 2.

Then it holds that

H2−α(P)< Sα(P) ∀ α ∈ (2,∞) or H−k(P)< S2+k(P) ∀ k ∈ (0,∞).

In order to shorten our paper we skip the proof of this result. Of course, it is available from the
authors upon request. Here we only mention that the key step of our proof is to verify that the lower
bound

λ (t,k,n) = 1− t1+k− (n−1)1+k · t · (1− t)
((n−1)1+1/k · t1/k +(1− t)1/k)k

of the difference
(1+ k) · (S2+k(Pn(t))−H−k(Pn(t))),

Pn(t) = (p1, ..., pn−1, t) ∈Pn, is positive for all t = pmax ∈
[ 1

n ,1
)
, all k ∈ (0,∞) and n≥ 2.
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