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1. Introduction
In a seminal paper Havrda and Charvát (1967) introduced a new class of entropies depending on a
parameter α > 0, which has since become known as Tsallis’ class of entropies. For a probabilty
distribution P = (t,1 − t), t ∈ [0,1], with two states, these entropies are given by

hα(t) =

{ 1
α−1 · (1 − (t

α + (1 − t)α) for α ∈ (0,∞)\{1},

−(t ln t + (1 − t) ln(1 − t)) for α = 1 .

In Section 2 we review the axiomatics of Tsallis’ entropies and their basic properties. Section 3 points
out an interesting result for the special case α = 2 regarding Ahlswede’s so-called “Identification
Entropy”.
Csiszár (1963) and Ali and Silvey (1966) introduced the concept I f (Q,P) of f-divergence which is

a measure of deviation of two probability distributions Q and P, given in terms of a convex function
f defined on [0,∞). A well-known example is Pearson’s χ2-deviation, where f (u) = (u− 1)2. Vajda
(1972 and 1973) extended Pearson’s χ2-divergence to the family of the χα-divergences χα(Q,P), α ∈
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[1,∞), associatedwith the functions f (u) = |u−1|α . In Section 4we present the class of f-divergences
associated with Tsallis’ entropies, which is given in terms of the convex functions

ϕα(u) =


1+u
α−1 ·

(
1+uα

(1+u)α −
1

2α−1

)
for α ∈ (0,∞)\{1},

(1 + u) ln 2
1+u + u ln u for α = 1 .

Section 6 contains a general version of Theorem 3 of de Wet and Österreicher (2016), relating f-
divergences to Fisher’s information for a large class of functions f including these examples. The
proof relies on an inequality of the form����I f (Q,P) − f ′′(1)

2
· χ2(Q,P)

���� ≤ c( f ) · χ3(Q,P), c( f ) ∈ (0,∞),

which is derived in Section 5.

2. Axiomatics and properties of Tsallis’ entropies
We introduce Tsallis’ entropies quoting the axiomatic approach developed in Havrda and Charvát
(1967) and Daróczy (1970). The key background reference is Csiszár’s (2008) paper entitled “Ax-
iomatic Characterizations of Information Measures”. In the first part of the section our notation
follows Daróczy’s (1970) paper except for the normalization, which is taken over from Tsallis (1988).

Theorem 1 (Havrda and Charvát, 1967; Daróczy, 1970). Let α be a fixed parameter in (0,∞)\{1}
and let Pk be the set of all probability distributions Pk = (p1, ..., pk) on a set Ωk = {ω1, ...,ωk} with
k elements, k ∈ N. Furthermore, let the functions (p1, ..., pk) 7→ Hα

k
(p1, ..., pk) satisfy the following

conditions.

(1) Symmetry: Hα
k
(p1, ..., pk) is invariant under the permutations of p1, ..., pk for k = 3.

(2) Specification:

Hα
2

(
1
2
,
1
2

)
=

1 − ( 12 )
α−1

α − 1
.

(3) α-Recursivity: For all k ∈ N\{1} the functions Hα
k
satisfy

Hα
k (p1, ..., pk−1, pk)

= Hα
k−1(p1, ..., pk−1 + pk) + (pk−1 + pk)α · Hα

2

(
pk−1

pk−1 + pk
,

pk
pk−1 + pk

)
.

Then for all k ∈ N the functions (p1, ..., pk) 7→ Hα
k
(p1, ..., pk) have the form

Hα
k (p1, ..., pk) = −

k∑
j=1

pj ·
pα−1
j − 1

α − 1
=

1 −
∑k

j=1 pαj
α − 1

.

Remark 1. The limiting case α = 1 is Shannon’s (1948) resp. von Neumann’s (1927) entropy:

H1
k (p1, ..., pk) := lim

α→1
Hα
k (p1, ..., pk) = −

k∑
j=1

pj · ln pj .
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Looking at the first representation of Hα
k
in Theorem 1 we get this as a consequence of the formula

lim
ε→0

xε − 1
ε
= ln x, x > 0,

which is well-known from elementary real analysis (see Euler, 1748, page 100). From a purely
analytical point of view it is therefore quite natural to choose the approximating functions as gen-
eralizations of the logarithm and thus the functions Hα

k
as generalizations of Shannon’s entropy.

Generalizing the logarithm in this way has also proved fruitful elsewhere in Statistical Physics as in
constructing simple models for intermittency with explicitely given invariant measures (see Thaler,
2000; Venegeroles, 2015; Thaler, 1980).

The by now common notation, fixed in the following definition, refers to Tsallis (1988).

Definition 1. For α > 0, k ∈ N and a probability distribution (p1, . . . , pk) the quantity Hα
k
(p1, ..., pk)

is called the Tsallis entropy of (p1, . . . , pk) with parameter α.

Remark 2. For α = 2 and k ∈ N

H2
k (p1, ..., pk) = 1 −

k∑
j=1

p2
j = 1 −

1
k
−

k∑
j=1

(
pj −

1
k

)2
,

which is known as the quadratic entropy or the Gini-Simpson index. The corresponding so-called
measure of concentration is

H2
k

(
1
k
, ...,

1
k

)
− H2

k (p1, ..., pk) =
k∑
i=1

(
pi −

1
k

)2
.

Brukner and Zeilinger (1999) introduced this quantity as an appropriate measure of information for
the specific use in quantum measurement. For a detailed history of the case α = 2 we refer to the
paper of Österreicher and Casquilho (2018).

Remark 3. In Havrda and Charvát (1967) in addition to the assumptions given in Theorem 1 the
following conditions are assumed for each α ∈ (0,∞) \ {1}:

• Hα
1 (1) = 0 ,

• Symmetry for all k ∈ N\{1},

• Expansibiliy: i.e.

Hα
k (p1, ..., pk−1,0) = Hα

k−1(p1, ..., pk−1) ∀ k ∈ N\{1},

• Continuity of all functions (p1, ..., pk) 7→ Hα
k
(p1, ..., pk), k ∈ N\{1},

which – according to Theorem 5 of Daróczy’s paper (1970) – turn out to be unnecessary.

Remark 4. In his axiomatic approach to Shannon’s entropy Faddeev (1956) assumes α-recursivity
for α = 1, symmetry of the functions H1

k
, k ∈ N \ {1}, continuity of H1

2 and positivity of H1
2 for at

least one pair of argument values. In Theorem 1, the last two assumptions are compensated by the
specification property.
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In the sequel we state basic properties of Tsallis’ entropies, switching to the notation in de Wet
and Österreicher (2017):

Sα(Pk) := Hα
k (p1, . . . , pk), where Pk = (p1, . . . , pk) (α > 0, k ∈ N).

(a) Positivity: Sα(Pk) ≥ 0, and Sα(Pk) = 0 iff Pk is degenerate.

(b) Concavity: Let P1k = (p11, ..., p1k), P2k = (p21, ..., p2k) ∈ Pk and λ ∈ (0,1). Then

λ · Sα(P1k) + (1 − λ) · Sα(P2k) ≤ Sα(λ · P1k + (1 − λ) · P2k) ,

where equality holds if and only if P1k = P2k . For α , 1 this is immediate from

d2

dx2

(
xα

α − 1

)
= α · xα−2 > 0, x > 0.

(c) Maximum Property: If 1
2 · P1k +

1
2 · P2k = (

1
k , ...,

1
k ), then the concavity of Sα implies

1
2
· Sα(P1k) +

1
2
· Sα(P2k) ≤ Sα

((
1
k
, ...,

1
k

))
=

1 − ( 1k )
α−1

α − 1
,

where equality holds if and only if P1k = P2k = (
1
k , ...,

1
k ).

(d) α-Additivity: Let Pk = (p1, ..., pk) ∈ Pk, Qm = (q1, ...,qm) ∈ Pm. Then a straightforward
calculation shows that

Sα(P ×Q) = Sα(P) + Sα(Q) − (α − 1) · Sα(P) · Sα(Q) .

In particular,
S1(P ×Q) = S1(P) + S1(Q)

and
S2(P ×Q) = S2(P) + S2(Q) − S2(P) · S2(Q) .

(e) Subadditivity: The α-additivity obviously implies

Sα(P ×Q) ≤ Sα(P) + Sα(Q) ∀ α ∈ [1,∞) .

Remark 5. According to Proposition 4 in deWet and Österreicher (2017) the function α 7→ Sα(P) is
strictly decreasing on (0,∞) for each k ≥ 2 and each non-degenerate probability distribution P ∈ Pk .
Concerning the so-called functions of uncertainty, in terms of which Tsallis’ class of entropies is
defined, we refer to the remark following this Proposition.
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3. Ahlswede’s identfication entropy
In this section we recall a result concerning an interpretation of the quadratic entropy within the
framework of optimal source coding.
For this purpose let P = (p1, ..., pm) be a probabilty distribution on Ω = {ω1, ...,ωm}, satisfying

p1 ≥ ... ≥ pm > 0 and let X be a discrete random variable with values in Ω and distribution P. We
consider (Ω,P,X) as the source of a q-ary prefix code

Cq : ω→ ∪j≥1{0, . . . ,q − 1} j : ω 7→ c(ω),

where q ∈ N\{1}. Denoting by ‖c(ω)‖ the length of the code word c(ω) the quantity

L̄Cq (P) =
m∑
k=1

pk · ‖c(ωk)‖

is the expected value of the code word length. Furthermore, let

Hq(P) = −
m∑
k=1

pk · logq pk

denote Shannon’s q-ary entropy. Then, provided that Cq is an optimal code, the inequalities

Hq(P) ≤ L̄Cq (P) < Hq(P) + 1

hold. On the other hand, let the random variable C be defined by C = Cq(X). We want to use our
code Cq for noiseless identification, that is, being interested in a fixed ω ∈ Ω we want to know
whether the actual value of C equals c(ω). To this end we successively compare the components and
stop when the first different letter or identity of the words occur. Let L(P, c(ω)) denote the expected
number of checkings and let, finally,

LCq (P,P) =
m∑
k=1

pk · L(P, c(ωk)) .

Ahlswede and Cai (2006) presented in Theorem 2 of their paper the following surprising result
linking L̄Cq (P) and Shannon’s q-ary entropy Hq(P) with the quadratic entropy S2(P) for an optimal
code Cq .

Theorem 2 (Ahlswede and Cai, 2006). Let Cq be a q-ary prefix code. Then the following statements
are equivalent.

(i) L̄Cq (P) = Hq(P) ,

(iii) LCq (P,P) =
1−

∑m
k=1 p

2
k

1−1/q =: HI ,q .

The authors call HI ,q the identification entropy. (For the missing statement (ii) we refer to the
original article.)
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4. Associated f-divergences
The aim of this section is to introduce the f-divergences associated with Tsallis’ entropies. For
convenience we include the relevant basic definitions, following de Wet and Österreicher (2016).
Let (Ω,A) be ameasurable space, µ aσ-finitemeasure on (Ω,A) andP(Ω,A) the set of probability

distributions on (Ω,A) dominated by µ. Furthermore, let F be the set of convex functions f :
[0,∞) 7→ (−∞,∞]which are finite on (0,∞) and continuous on [0,∞). For f ∈ F let the function f ∗ ∈
F be defined by

f ∗(u) = u · f (1/u) for u ∈ (0,∞). (1)

Additionally we define for any f ∈ F

0 · f (v/0) := v · f ∗(0), v ≥ 0, (2)

with the usual conventions for multiplication by∞. Then x · f ∗(y/x) = y · f (x/y) holds for all x ∈
[0,∞) and all y ∈ [0,∞).

Definition 2. The function f ∗ ∈ F defined by (1) is called the ∗-conjugate function of f . A function
f ∈ F which satisfies f ∗ ≡ f is called ∗-self conjugate.

Definition 3 (Csiszár, 1963; Ali and Silvey, 1966). Let P,Q ∈ P(Ω,A) and let p = dP
dµ and q = dQ

dµ

be the Radon-Nikodym-derivatives of P and Q with respect to µ. Then

I f (Q,P) :=
∫

f (
q
p
) · p dµ =

∫
{p>0}

f (
q
p
) · p dµ + f ∗(0) · Q({p = 0})

is called the f-divergence of Q and P.

Prominent examples are the f-divergences χα(P,Q) associated with the functions fα(u) =
|u − 1|α , α ∈ [1,∞), which generalize Pearson’s χ2-deviation χ2(P,Q) . The generalizing class
was introduced and investigated by Vajda (1972 and 1973).

Remark 6. (a) I f (Q,P) ≥ f (1) for all f ∈ F and all P,Q ∈ P(Ω,A).
(b) If the function f ∈ F is ∗-self conjugate, the corresponding f-divergence is symmetric, i.e.
I f (Q,P) = I f (P,Q) ∀P,Q ∈ P(Ω,A).

In the sequel we restrict ourselves to the subset F̃1 of ∗-self conjugate functions f ∈ F which
satisfy f (0) < ∞, f (1) = 0, and are strictly convex in u = 1. Functions f ∈ F̃1 turn out to be positive
on [0,∞) \ {1} and the property f (u) = u f (1/u), u ∈ (0,∞), entails

f (u) ∼ f (0) · u for u→∞ . (3)

Moreover, the following estimate holds for f ∈ F̃1:

f (u) ≤ f (0) · |u − 1|, u ∈ [0,∞). (4)

In fact, for u ∈ [0,1] convexity of f implies f (u) ≤ f (0)(1 − u). For u ≥ 1 we then get

f (u) = u f (1/u) ≤ u f (0)(1 − 1/u) = f (0)(u − 1).
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Owing to (4) and (2),

I f (Q,P) ≤ f (0) ·
∫
|q − p| dµ = f (0) · χ1(Q,P) for all P,Q ∈ P(Ω,A).

In particular, I f (Q,P) is finite for all f ∈ F̃1 and all P,Q ∈ P(Ω,A). Note also that f ′(1) = 0 if
f ∈ F̃1 is differentiable at u = 1.
The functions in F̃1 are in one-to-one correspondence with the entropy functions in the sense of

the following definition (cf. Österreicher and Vajda, 2003).

Definition 4. A continuous concave function h : [0,1] → R is called an entropy if h(0) = h(1) = 0, h
is symmetric with respect to 1/2 and strictly concave in t = 1/2. If P = (t,1 − t), t ∈ [0,1], is a
discrete probability distribution with two states, then h(t) is the entropy of P with respect to h.

The proof of the following statement, which relies on the observation that ϕ(0) = h(1/2), is straight-
forward.

Proposition. If h is an entropy, then the function ϕ : [0,∞) 7→ R defined in terms of

ϕ(u) = (1 + u) ·
(
h

(
1
2

)
− h

( u
1 + u

))
, u ∈ [0,∞),

is an element of F̃1. On the other hand, if ϕ ∈ F̃1, then the function h defined by

h(t) = ϕ(0) − (1 − t) ϕ
( t
1 − t

)
, t ∈ [0,1), h(1) = 0,

is an entropy.

The Tsallis entropy of a probability distribution P = (t,1 − t), t ∈ [0,1], is given by hα(t) where

hα(t) =

{ 1
α−1 · (1 − (t

α + (1 − t)α)) for α ∈ (0,∞)\{1},

−(t · ln t + (1 − t) · ln(1 − t)) for α = 1,

with

hα(1/2) =

{
1
α−1 ·

(
1 − 1

2α−1

)
for α ∈ (0,∞)\{1},

ln 2 for α = 1 .

The corresponding functions in the sense of the Proposition are

ϕα(u) =


1+u
α−1 ·

(
1+uα

(1+u)α −
1

2α−1

)
for α ∈ (0,∞)\{1},

(1 + u) ln 2
1+u + u ln u for α = 1 .

(5)

It is easily verified that the functions hα are entropies in the sense of Definition 4, or, equivalently,
that ϕα belongs to F̃1. A crucial observation hereby is that

ϕ′′α(u) = α
1 + uα−2

(1 + u)α+1 > 0 ∀ u ∈ (0,∞), ∀ α ∈ (0,∞). (6)

Definition 5. The f-divergences given in terms of the functions ϕα as defined in (5) are called
f-divergences associated with Tsallis’ class of entropies.
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Remark 7. For α ∈ (0,∞)\{1} positivity of ϕα on [0,∞) \ {1} is obvious from the representation

ϕα(u) =
2

(α − 1)(1 + u)α−1

(
1 + uα

2
−

(
1 + u

2

)α)
.

For all α ∈ (0,∞) we have ϕα(1) = ϕ′α(1) = 0 and ϕ′′α(1) = α/2α. Therefore

ϕα(u) ∼
α

2α+1 · (u − 1)2 for u→ 1

and thus
ϕα(u) ∼

α

2α−1 · ϕ2(u) for u→ 1.

The defining formula for ϕα immediately confirms the asymptotic relation stated in (3) above:

ϕα(u) ∼ ϕα(0) · u for u→∞ .

The behaviour of ϕα(u) as u→∞ is described more precisely by observing that for all u ∈ [0,∞)

ϕα(u) >

{
ϕα(0)(1 + u) + (1+u)

1−α

α−1 − α
α−1 , if α ∈ (0,∞) \ {1},

ϕ1(0)(1 + u) − ln(1 + u) − 1, if α = 1,

where in each case the right hand side is asymptotic to ϕα at infinity in the sense that the difference
between ϕα(u) and the right hand side tends to 0 as u tends to infinity.
To see this for α ∈ (0,∞) \ {1} consider the function

ψα(u) := ϕα(u) −
(
ϕα(0)(1 + u) +

(1 + u)1−α

α − 1
−

α

α − 1

)
=

1
α − 1

(
α −
(1 + u)α − uα

(1 + u)α−1

)
, u ∈ [0,∞).

From the second term it is clear that limu→∞ ψα(u) = 0. The first term and formula (6) immediately
yield

ψ ′′α (u) = α
uα−2

(1 + u)α+1 > 0, u ∈ (0,∞),

so that ψα is strictly convex on [0,∞). Together these properties imply that ψα is positive on [0,∞),
completing the argument for α ∈ (0,∞) \ {1}.
For α = 1 the assertion is easily verified by calculating the corresponding difference. Note that

the shape of the asymptote for this case is in accordance with

−
(1 + u)1−α

α − 1
+

α

α − 1
=
(1 + u)1−α − 1

1 − α
+ 1→ ln(1 + u) + 1 for α→ 1.

Evidently, for α > 1 the line

u 7→ ϕα(0)(1 + u) −
α

α − 1
, u ∈ [0,∞),

is a lower asymptote as well.
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Remark 8. The f-divergence corresponding to

ϕ2(u) =
1
2
(u − 1)2

1 + u
,u ∈ [0,∞),

is the symmetrized χ2-divergence

Iϕ2 (Q,P) =
1
2

∫
{p+q>0}

(q − p)2

p + q
dµ ,

which was investigated by Puri and Vincze (1988) within the frame of f-divergences given in terms
of the family of functions Φβ ∈ F̃1 with

Φβ(u) =
1
2
|u − 1|β

(1 + u)β−1 , β ∈ [1,∞).

We also note that ϕ3 and ϕ2 only differ by a constant factor:

ϕ3(u) =
3
4
· ϕ2(u), u ∈ [0,∞).

The f-divergence corresponding toα = 1 is the symmetrizedKullback-Leibler-divergence. According
to Österreicher (2013), Section 4, the cases α = 1 and α ∈ {2,3} are also elements of the “Class of
Perimeter-Type Divergences”.

Remark 9. It is well-known that the square root of Iϕ1 (Q,P) and Iϕα (Q,P), α ∈ {2,3}, are metrics
in the topological sense. Recently F. Österreicher (unpublished notes) proved that this result holds
true for all parameters α ∈ [2,3] ∪ {4} and conjectures that it extends at least to all α ∈ [1,4]. To
prove or disprove this conjecture and, in addition, to find out which of the remaining elements of the
class Iϕα (Q,P), α ∈ (0,∞),may be converted into a metric by applying a suitable scaling function is
a challenging task. The interested reader may find helpful hints in the paper by Kafka, Österreicher
and Vincze (1991).

Remark 10. In Definition 5, the parameter region can – in principle – be extended from α ∈

(0,∞) to α ∈ R\{0} in terms of

ϕ̃α(u) = sgn(α) · ϕα(u), u ∈ [0,∞) .

The functions ϕ̃α, α ∈ (−∞,0), fulfill all properties of the elements in F̃1 except that ϕ̃α(0) = ∞.
Therefore the inequality in the lemma stated below obviously does not hold in this case. For this
reason we have restricted the parameter to α ∈ (0,∞). Although he mainly stressed the case α > 0,
Tsallis had also considered the parameter space R\{0} in his original paper (1988).

5. A basic inequality
Our next goal is to derive the results of Sections 3 and 4 in de Wet and Österreicher (2016) for the
class of f-divergences associated with Tsallis’ class of entropies. We shall in fact prove the results
for a general subclass of F̃1 which includes these examples as well as the f-divergences considered in
the above reference with the sole exception of the case α = 0. The core analytic estimate is provided
by the following elementary lemma.
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Lemma. Let f : [0,∞) → R be a continuous function which is twice differentiable in a neighborhood
of u = 1 and has finite third derivative at u = 1. Then the following assertions are equivalent.

(a) f (1) = f ′(1) = 0 and f (u) = O(u3) for u→∞.

(b) There exists a real constant c( f ) such that���� f (u) − f ′′(1)
2
(u − 1)2

���� ≤ c( f ) |u − 1|3 for all u ∈ [0,∞).

Proof. The inequality in (b) obviously implies the conditions in (a). Assuming these define the
function r by

r(u) :=
(

f (u) −
f ′′(1)

2
· (u − 1)2

) /
(u − 1)3, u ∈ [0,∞)\{1},

which is continuous on its domain. Using de l’Hospital’s rule we see that limu→1 r(u) = f (3)(1)/6.
Therefore r extends continously to [0,∞). The O-condition guarantees that r is bounded on [A,∞) for
some A > 0. On [0, A] the function r is bounded by continuity, and we conclude

c( f ) := sup
u∈[0,∞)

|r(u)| < ∞. �

Remark 11. If “O” is replaced by “o” the supremum in the definition of c( f ) is in fact a maximum.

As an immediate consequence we get the following approximation result.

Theorem 3. If f ∈ F̃1 is twice differentiable in a neighbourhood of u = 1 and has finite third
derivative at u = 1, then there exists a real constant c( f ) such that����I f (Q,P) − f ′′(1)

2
· χ2(Q,P)

���� ≤ c( f ) · χ3(Q,P) ∀ P,Q ∈ P(Ω,A) .

Proof. A function f in F̃1 is continuous on [0,∞) and satisfies f (1) = 0. Differentiability at u = 1
implies f ′(1) = 0. As f (u) ∼ f (0) · u for u → ∞, the condition f (u) = o(u3) for u → ∞ is
satisfied. Therefore the inequality in part (b) of the Lemma holds true and integration yields the
result provided that Q({p = 0}) = 0. If Q({p = 0}) > 0, both χ2(Q,P) and χ3(Q,P) are infinite and
thus the assertion is obviously true. �

Example 1. Our functions ϕα, α ∈ (0,∞), clearly satisfy the conditions of Theorem 3 and thus admit
the asserted inequality.
Concerning the constant c(ϕα), α ∈ (0,∞), we have a rich list of indications that c(ϕα) = |rα(0)|

where rα is the function r in the proof of the Lemma associated with ϕα. To prove or disprove this
conjecture seems to be a demanding problem.

Example 2. The f-divergences based on the extended Arimoto entropies, defined by

φα(u) =


sgn(α)·(1+u)

1−α ·

(
(1+u1/α )α

1+u − 2α−1
)

for α ∈ R\{0,1},

(1 + u) ln 2
1+u + u ln u for α = 1,

|u − 1| /2 for α = 0,

which were studied in the paper by de Wet and Österreicher (2016), also satisfy the conditions of our
Theorem 3 except for α = 0. Hence the approximation result holds for all α ∈ R \ {0}.
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6. Fisher’s information
In Section 4 of de Wet and Österreicher (2016) it is shown how the f-divergences in Example 2 are
connected with Fisher’s information. Theorem 3 allows us to generalize the corresponding formula.
For hints to the historical background of the formula we refer to de Wet and Österreicher (2016).
Interesting insights into various areas of science – especially of statistical physics – from the point
of view of Fisher’s information are provided in Frieden (2004).
Let (Ω,A) be a measurable space, µ a σ-finite measure on (Ω,A) and Pθ, θ ∈ Θ, a family of

probability distributions given in terms of densities pθ =
dPθ

dµ , where Θ is an open subinterval of
the real line. Furthermore, let the support

Ω+ = {x ∈ Ω : pθ (x) > 0}

be independent of the parameter θ ∈ Θ, and assume that the derivatives ∂
∂θ pθ (x) exist for x ∈ Ω+.

Then

I(θ) =
∫
Ω+

(
∂

∂θ
ln pθ (x)

)2
dPθ (x), θ ∈ Θ,

is called Fisher’s information. For α ∈ [1,∞) and θ, θ0 ∈ Θ, θ , θ0,

χα(Pθ,Pθ0 )

|θ − θ0 |α
=

∫
Ω+

1
pθ0 (x)α−1

���� pθ (x) − pθ0 (x)
θ − θ0

����α dµ(x).

If the pointwise convergence of the integrand for θ → θ0 is dominated by a µ-integrable function we
have

lim
θ→θ0

χα(Pθ,Pθ0 )

|θ − θ0 |α
=

∫
Ω+

���� ∂∂θ ln pθ (x) |θ=θ0

����α dPθ0 (x). (7)

Leaving aside the problem of formulating conditions on the family Pθ, θ ∈ Θ, guaranteeing (7) for
α ∈ {2,3} we can establish the following result, taking over the proof from de Wet and Österreicher
(2016).

Theorem 4. Let f ∈ F̃1 satisfy the conditions in Theorem 3 and let θ0 ∈ Θ be fixed. If (7) holds
for α ∈ {2,3} with finite limits and the function θ 7→ I f (Pθ,Pθ0 ), θ ∈ Θ, is differentiable in a
neighbourhood of θ0 and twice differentiable at θ0, then

d2

dθ2 I f (Pθ,Pθ0 ) |θ=θ0= f ′′(1) · I(θ0).

In particular, the Theorem applies to the f-divergences associated with Tsallis’ class of entropies,
the prime subject of the present article.

7. Concluding remarks
In this paper the Tsallis class of entropies is used as the basis to generate a new class of f-divergences.
It is shown that members of this class can be approximated by a χ2-divergence and its relationship
to Fisher’s information is established.
Such a new class of divergences creates many possible areas for application, especially in statistical

inference. Measures of divergence have long been applied to statistical inference, see e.g. Pardo
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(2006). Areas of application cover inter alia estimation, including robust estimation via minimum
distance estimation (see e.g. Maji et al., 2019), model selection (e.g. Cavanaugh ,2004) and goodness-
of-fit tests (e.g. Bitaraf, Rezaei and Yousefzadeh, 2017). Recently divergence measures have also
found application in deriving robust estimators in the area of extreme value analyses (e.g. Dierckx,
Goegebeur and Guillou, 2013; Ghosh, 2017). Our interest is particularly in applying the proposed
divergences to constructing goodness-of-fit tests and in deriving robust estimators in extreme value
analyses. In both these application areas, the free parameter α in the Tsallis entropy-based divergence
allows for flexibility to attain potentially good efficiency and robustness properties. Current and future
research will focus and report on work in these areas.
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