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In Del Barrio, Cuesta-Albertos, Matran and Rodriguez-Rodriguez (1999) and Del Barrio,
Cuesta-Albertos and Matran (2000), the authors introduced a new class of goodness-of-fit
statistics based on the L2-Wasserstein distance. It was shown that the desirable property of
loss of degrees-of-freedomholds only under normality. Furthermore, these statistics have some
limitations in their applicability to heavier-tailed distributions. To overcome these problems,
the use of weight functions in the statistics was proposed and investigated by De Wet (2000),
De Wet (2002) and Csörgő (2002). In the former the issue of loss of degrees-of-freedom was
considered and in the latter the application to heavier-tailed distributions. In De Wet (2000)
and De Wet (2002) it was shown how the weight functions could be chosen in order to retain
the loss of degrees-of-freedom property separately for location and scale families. The weight
functions that give this property, are the ones that give asymptotically optimal estimators for
respectively the location and scale parameters – thus estimation optimality. In this paper we
show that in the location case, this choice of “estimation optimal” weight function also gives
“testing optimality”, where the latter is measured in terms of approximate Bahadur efficiencies.

Key words: Bahadur approximate efficiency, Degrees-of-freedom, Goodness-of-fit, Location
families, Optimal weight function, Weighted Wasserstein distance.

1. Introduction
In their paper Del Barrio et al. (1999), the authors introduced and studied a new class of statistics
for testing for normality, based on the L2-Wasserstein distance (see also Krauczi, 2009 for some
simulation results of these statistics and Ramdas, Trillos and Cuturi, 2017). In Del Barrio et al.
(2000) they extended the statistics to apply to general location-scale families of distributions and
found the limiting distribution in terms of quadratic functionals of the Brownian bridge process. In
this paper it was also shown that the desirable property of loss of degrees-of-freedom holds only
under normality. Furthermore, these statistics have some limitations in terms of their applicability
only to fairly light-tailed distributions – the latter was discussed quite extensively by Csörgő (2000).
To overcome these problems, the use of weight functions in these statistics was proposed and
investigated in DeWet (2000), DeWet (2002) and Csörgő (2002). In the former the issue of retaining
loss of degrees-of-freedom was investigated and in the latter the issue of application to heavier-tailed
distributions.

1Corresponding author.
MSC2010 subject classifications. 62F05, 62F03.

South African Statistical Journal
Vol. 54, No. 1, 1–13
https://doi.org/10.37920/sasj.2020.54.1.1
© 2020 South African Statistical Association

1



More specifically, in De Wet (2000) and De Wet (2002) it was shown how the weight functions
could be chosen in order to retain the loss of degrees-of-freedom property separately for location and
scale families. In the special case of the normal distribution, these two weight functions coincide,
being both identically one, and thus for the normal distribution a loss of two degrees-of-freedom can
be achieved for the location-scale case, using the identityweight function. The asymptotic distribution
of the weighted test statistics was derived for general location-scale families independently by Csörgő
(2003) and Del Barrio, Gine and Utzet (2005) (also see Del Barrio, 2007) using different methods
and under different conditions.
In this paper we return to the issue of the loss of degrees-of-freedom. It was shown in De Wet

(2002) that the weight functions that give the loss of degrees-of-freedom are the ones that give
asymptotically optimal estimators for respectively the location and scale parameter. The question
then arises whether this choice of weight functions also gives some form of optimality to the test
statistic used. We will answer this question in the affirmative for the case of location alternatives.
We now introduce these ideas in a more technical fashion.
For two distribution functions F1 and F2 on the real line, the L2-Wasserstein distance between F1

and F2 is defined as

W (F1,F2) =
∫ 1

0

(
F−1

1 (t) − F−1
2 (t)

)2
dt,

(see e.g. Bickel and Freedman, 1981 and Shorack andWellner, 1986). Using this as point of departure,
Del Barrio et al. (1999) and Del Barrio et al. (2000) proposed using W (Fn,F0) as test statistic for the
hypothesis H0 : F = F0, with F0 fully specified. Here Fn denotes the usual empirical distribution
function of the sample. This they then extend to testing in a location-scale family by considering

inf
µ,σ

W
(
Fn,F0

( · − µ
σ

))
.

In order to make the test statistic scale invariant, they divide the latter by the scale estimator obtained
from the infimum.
In Del Barrio et al. (1999) the limiting distribution was found in the case of testing for normality

and shown that it has the loss of degrees-of-freedom property in the sense that the limiting distribution
loses two terms in the Karhunen-Loève expression for the limiting random variable, compared to the
case where the parameters are known. In Del Barrio et al. (2000) (see also Del Barrio et al., 2005
and Del Barrio, 2007) it was shown that the normal distribution uniquely has this property. To retain
it more generally, DeWet (2000) and DeWet (2002) proposed using a weighted Wasserstein distance
measure, viz

W (w) (F1,F2) =
∫ 1

0

(
F−1

1 (t) − F−1
2 (t)

)2
w (t) dt,

with w an appropriate (positive) weight function on (0,1). He showed that the property could be
realised separately for unknown location and scale parameters, by choosing w as below.
Let f0 = F ′0 and Q0 = F−1

0 . Then, in the location case, take

w (t) = I−1
1 L ′1 (Q0 (t)) = J1 (t) (say), (1)

with
L1 (y) = − f ′0 (y) / f0 (y) (2)
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and

I1 =

∫ ∞

−∞
L ′1 (y) f0 (y) dy ≡

∫ 1

0
L ′1 (Q0 (u)) du.

The case of a normal distribution will be an example of special interest to us. In that case it follows
easily that

L1 (y) = y, L ′1 (y) = 1, I1 = 1, J1 (t) ≡ 1.

In the scale case, take:
w (t) = I−1

2 L ′2 (Q0 (t)) /Q0 (t) = J2 (t) (say), (3)

with
L2 (y) = −1 − y f ′0 (y) / f0 (y)

and

I2 =

∫ ∞

−∞
L2

2 (y) f0 (y) dy ≡
∫ 1

0
L ′2 (Q0 (u))Q0 (u) du.

Considering again the normal case as an example, we obtain the following

L2 (y) = y2 − 1, L ′2 (y) = 2y, I2 = 2, J2 (t) ≡ 1.

We note that one degree-of-freedom is lost in each case. The rationale for these weight functions is
that they lead to asymptotically optimal estimators obtained from theminimizedweightedWasserstein
distance. This naturally leads to the question whether these choices of weight functions also give
the corresponding test statistics some optimality property. We show below that in the location case,
this is indeed the case in terms of Bahadur efficiencies based on approximate Bahadur slopes (see
e.g. Bahadur, 1967 or Nikitin, 1995). To be more precise, consider the null hypothesis H0 : F = F0,
with F0 fully specified, and denote the alternative hypothesis by HA : F = Fθ , where we write F0 for
Fθ0 . Let X1,X2, . . . ,Xn be a sample on F and Fn the empirical distribution function of the sample.
To test H0 we use the weighted Wasserstein statistic

Tn ≡ n
∫ 1

0

(
F−1
n (t) −Q0 (t)

)2
w (t) dt, (4)

for a given choice of w. We will show that if w is chosen as in (1) and θ is a location parameter, then
this choice w of gives the best approximate Bahadur slope amongst all weight functions satisfying
the specified conditions.
Before proceeding to the next section, we mention some further aspects related to these statistics.

In Csörgő (2002) weighted Wasserstein statistics were also considered, albeit for a different reason.
It is known that correlation-type statistics have certain limitations when used for heavier tailed
distributions (see e.g. Lockhart 1991 and McLaren and Lockhart 1987). In order to overcome this
limitation, Csörgő (2002) proposed using a weight function in the Wasserstein statistic and showed
precisely to what extent this alleviates the problem. Furthermore, in Csörgő (2003) and independently
in Del Barrio et al. (2005), the asymptotic distribution of the general weighted Wasserstein statistic
was derived under different sets of conditions. The proofs of our results depend heavily on these.
The layout of the paper is as follows: In the next section we discuss approximate Bahadur slopes

as they apply to the Wasserstein statistics. In Section 3 we show optimality of the weight function
J1, and also state and prove our main results. In Section 4 the efficiencies are compared for a number
of different weight functions. Some concluding remarks are made in the final section.
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2. Bahadur slopes for Wasserstein statistics
The Bahadur efficiency is a well-known measure for comparing the efficiencies of different test
statistics. It is based on so-called Bahadur slopes (either exact or approximate) and indicates the rate
at which the attained level of a test statistic converges to zero under the alternative (typically at an
exponential rate). See e.g. Nikitin (1995) for a very clear exposition of this and other measures of
efficiency of test statistics. We will followGregory (1980) in using approximate Bahadur efficiencies.
We briefly summarise Bahadur’s results for this (see e.g. Bahadur, 1967 or Nikitin, 1995 for more
details and Grané and Fortiana, 2008, for a recent related, but different, application of Bahadur
efficiency).
Let X1, . . . ,Xn be i.i.d. each with distribution Pθ , for an unknown parameter θ ∈ Θ. As a test for

H0 : θ ∈ Θ0 ⊂ Θ reject the hypothesis for large values of a statistic Vn ≡ Vn(X1, . . . ,Xn). Denote the
limiting distribution function of Vn by G and suppose that for each θ ∈ Θ0

Pθ (Vn ≤ t) → G (t) , as n→∞.
Define

Ln = 1 − G (Vn) ,
and suppose {Vn} satisfies, for all θ ∈ Θ − Θ0,

n−
1
2 Vn → b (θ) , in Pθ probability.

Also, suppose that for some constant 0 < a < ∞,

log (1 − G (t)) = −1
2

at2 (1 + o (1)) ,as t →∞.
Then, Bahadur showed that

lim
n→∞ n−1 log Ln − 1

2
ab2 (θ) ≡ −1

2
s (θ) in Pθ probability.

Since −2 log Ln ≈ ns(θ), Bahadur termed s(θ) = ab2(θ) the approximate slope of the sequence
{Vn}. The ratio of the approximate slopes of two sequences of test statistics is called their approximate
Bahadur efficiency.
We now apply these results to Wasserstein statistics. With Tn as defined above we have, using

the results of e.g. Del Barrio et al. (2005), under the null hypothesis and under conditions specified
there, as n→∞, that

Tn − an
D→

∫ 1

0

(
B2 (t) − EB2 (t)

)
Q′0 (t)2 w (t) dt

D≡
∑
m

γm

(
Z2
m − 1

)
, (5)

with B(t) aBrownian bridge process and {Zm} i.i.d. N(0,1) and {γm} the eigenvalues of the covariance
kernel

Kw (s, t) = (s ∧ t − st)Q′0 (s)Q′0 (t) (w (s)w (t))
1
2 .

See Del Barrio et al. (2005) Theorem 4.6 (ii). Here {an} is a sequence of constants specified in the
theorem. From Lemma 2.4 of Gregory (1980) it follows that

lim
x→∞

[− log (1 − G (x))
x

]
= 2γ1,
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with γ1 = maxm {γm}. Now, following the approach of Gregory (1980), define

T∗n = max (Tn − an,0)

and let G∗ denote its distribution function.
For our goodness-of-fit testing problem we have Θ0 = {θ0}, and under appropriate conditions (see

the next section), we expect,

n−1 (Tn − an) Pθ→
∫ 1

0

(
F−1
θ (t) −Q0 (t)

)2
w (t) dt (6)

and thus

n−
1
2 T∗n

Pθ→
(∫ 1

0

(
F−1
θ (t) −Q0 (t)

)2
w (t) dt

) 1
2

.

Also, for x > 0
G∗ (x) = G

(
x2

)
,

and thus from Gregory’s result

lim
x→∞

[− log (1 − G∗ (x))
x2

]
= 2γ1.

Using these in the result of Bahadur, we find that the approximate slope is given by

s(w) (θ) =
∫ 1

0

(
F−1
θ (t) −Q0 (t)

)2
w (t) dt/γ1. (7)

Writing γ(w) for γ to indicate the dependence on the weight function, we have that for two weight
functions w1 and w2, s(w1) ≥ s(w2) (i.e. w1 is preferable to w2) if

γ
(w2)
1

∫ 1

0

(
F−1
θ (t) −Q0 (t)

)2
w1 (t) dt ≥ γ(w1)

1

∫ 1

0

(
F−1
θ (t) −Q0 (t)

)2
w2 (t) dt.

Remark. This result simplifies considerably in the case of a location alternative, i.e. where Fθ (x) =
F0 (x − θ). Clearly, in this case, w1 is preferable to w2 if

γ
(w2)
1

∫ 1

0
w1 (t) dt ≥ γ(w1)

1

∫ 1

0
w2 (t) dt . (8)

Note in this case the parameter θ cancels out.

In the next section we will show that the weight function J1 discussed above, satisfies (8), i.e. we
will show that for any w

γ
(w)
1

∫ 1

0
J1 (t) dt ≥ γ(J1)

1

∫ 1

0
w (t) dt, (9)

with J1 given by (1).
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3. Optimality results
In this section we show that the weight function J1 has the highest approximate Bahadur efficiency
among all other weight functions, in the case of location alternatives. The results are stated with the
proofs deferred to the Appendix.
Our results will make essential use of Theorem 4.6 (ii), page 173, of Del Barrio et al. (2005). This

result holds under their conditions (GH), (2.10) and (4.18). We call this set of conditions (DGU).
Under this condition, (5) holds. In Theorem 1 below, we will show that for location alternatives, with
θ , θ0, (6) also holds under this set of conditions. In De Wet (2002) it was shown that in the location
case, the term that is lost in the limiting random variable

∑
m γm(Z2

m − 1), is the one corresponding
to the eigenvalue γk = I−1

1 (see Remark 2.1 there).
Also, in De Wet (2002), Theorem 2.4, it was shown that the eigenfunction corresponding to this is

gk (t) = (J1 (t))
1
2 .

We now show that γk = I−1
1 actually corresponds to the largest eigenvalue, i.e. k = 1.

Lemma 1. Assuming log(1/ f0(x)) is convex, (J1(t)) 1
2 is the eigenfunction of KJ1 corresponding to

the largest eigenvalue.

Remark. From Lemma 1 and (9), for optimality we thus need to show that

γ
(w)
1

∫ 1

0
J1 (t) dt ≥ I−1

1

∫ 1

0
w (t) dt .

From Remark 2.1 of De Wet (2002) we also know that∫ 1

0
J1 (t) dt = 1,

and for optimality we thus need to prove that

γ
(w)
1 ≥ I−1

1

∫ 1

0
w (t) dt. (10)

This result and its proof is given in Theorem 1 below. The approach to the proof is to not work
with KJ1 but with its so-called related kernel, denoted by cJ1 . The latter is now briefly discussed.
Define

ψ (s,u) = I (s ≤ u) − u =

{
1 − u if s ≤ u

−u if s > u

and
q (s, t) = ψ (s, t)Q′0 (t) (w (t))

1
2 .

Let ΓA be the integral operator corresponding to a function A, i.e.

(ΓAg) (s) =
∫ 1

0
A (s, t) g (t) dt.

It then follows that
ΓKw = Γ

∗
qΓq, (11)
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with Γ∗ denoting the adjoint of Γ.
Now define

Γcw = ΓqΓ
∗
q . (12)

Then cw is called the related kernel of Kw , and vice versa (see e.g. De Wet, 1980 in this regard). It
follows quite easily that cw is given explicitly as

cw (s, t) =
∫ 1

0
ψ (s,u)ψ (t,u)Q′0 (u)2 w (u) du. (13)

From (11) and (12) it follows directly that Kw and cw have the same eigenvalues. This implies
in particular that γ(w)1 is also the largest eigenvalue of cw . Furthermore, the relationship between
the (orthonormal) eigenfunctions is as follows. Let ‖·‖ denote the L2-norm (see De Wet, 1980).
If g denotes an eigenfunction of Kw and h the corresponding eigenfunction of cw , then we have
immediately from (11) and (12) that h = Γqg/



Γqg

, i.e.
h (s) =

∫ 1

0
q (s, v) g (v) dv

/ 




∫ 1

0
q (s, v) g (v) dv





 , (14)

and similarly that g = Γ∗qh/


Γ∗qh



.
Write g1(t) = (J1(t)) 1

2 for the eigenfunction corresponding to the largest eigenvalue γ(J1)
1 = I−1.

The next lemma gives the corresponding eigenfunction of the related kernel cJ1 .

Lemma 2. Assume f ′0 (y) → 0, as y → ±∞. Then the eigenfunction of cJ1 corresponding to its
largest eigenvalue γ(J1)

1 = I−1
1 , is given by

h1 (s) = I
− 1

2
1 (−L1 (Q0 (s))) . (15)

We now give our main result. Note that we take θ0 = 0 without loss of generality.

Theorem 1. Under the set of conditions DGU and those of Lemmas 1 and 2, and in the case of
location alternatives, we have that (10) holds, i.e.

γ
(w)
1 ≥ I−1

1

∫ 1

0
w (t) dt.

Remark. (i) This theorem says that the weight function J1 gives the highest Bahadur efficiency
amongst all weight functions satisfying the DGU conditions. In the next section we compare its
Bahadur efficiency relative to two well-known weight functions, viz. the Cramér-von Mises and
Anderson-Darling weight functions, in the case of the normal and logistic distributions.
(ii) The other interesting case is that of scale alternatives. Here, however, we do not necessarily

work with the largest eigenvalue (e.g. in the case of normal distributions, we have the scale case
corresponding to the second largest eigenvalue). We thus need to approach this situation using a
different proof.
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4. Relative Bahadur efficiencies
In this section we calculate the relative Bahadur efficiencies of the optimal weight function compared
to two well-known ones, viz. the Cramér-von Mises and Anderson-Darling weights, applying it to
the normal and logistic distributions. Consider first the Cramér-von Mises weight function, denoted
by w(CvM). Here we need to have Q′0(t)2w(CvM) ≡ 1, giving

w(CvM) (t) = f0 (Q0 (t))2 .

For this weight function the corresponding eigenvalues are γ(CvM)
m = (πm)−2,m = 1,2, . . . Thus

γ
(CvM)
1 = (π)−2 (see e.g. Shorack and Wellner, 1986).
For the Anderson-Darling weight function, denoted by w(AD), we need to have Q′0(t)2w(AD) =
[t(1 − t)]−1, giving

w(AD) (t) = f0 (Q0 (t))2 [t(1 − t)]−1. (16)

The corresponding eigenvalues are γ
(AD)
m = [m(m + 1)]−1,m = 1,2, . . . Thus γ(AD)1 = 1

2 (see
e.g. Shorack and Wellner, 1986).
Now from (7) and (8) we find that the relative efficiency using a weight function w1 compared to

using weight function w2, is given by

ew1 ,w2 =
γ
(w2)
1

γ
(w1)
1

·
∫ 1
0 w1 (t) dt∫ 1
0 w2 (t) dt

.

Thus, with the special choice using the optimal weight function J1, remembering that γ(J1)
1 = I−1

1
and noting that

∫ 1
0 J1 (t) dt = 1 (see De Wet, 2002, equation (2.8)), we have that for a generic w the

relative efficiency is equal to

eJ1 ,w = I1γ
(w)
1 /

∫ 1

0
w (t) dt. (17)

4.1 Cramér-von Mises weights
Note that in this case we have∫ 1

0
w(CvM) (t) dt =

∫ 1

0
f0 (Q0 (t))2 dt =

∫ ∞

−∞
f0 (x)3 dx.

This latter integral is easily found to equal (2π
√

3)−1 and (30)−1 for the standard normal and logistic
distributions, respectively. Furthermore, from De Wet (2002) we have I1 = 1 and I1 =

1
3 for these

two distributions, respectively. Using (17), this then gives the following relative efficiencies: For the
normal: eJ1 ,CvM = 1.1026. For the logistic: eJ1 ,CvM = 1.1032.

4.2 Anderson-Darling weights
In this case we have ∫ 1

0
w(AD) (t) dt =

∫ ∞

−∞
f0 (x)3 [F (x) (1 − F (x))]−1 dx.
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This latter integral is easily found to equal 0.4805 and 1
6 for the standard normal and logistic

distributions, respectively. Again I1 = 1 and I1 =
1
3 for the two distributions, respectively. With

γ
(AD)
1 = 1

2 , this then gives the relative efficiency for the normal distribution as eJ1 ,AD = 1.0406.
Note that for the logistic distribution direct calculations give J1(t) = 6t(1 − t), while from (16) it

follows that w(AD)(t) = t(1−t). Thus J1 and w(AD) are essentially the same and the Anderson-Darling
weight function should give Bahadur efficiency of 1. This is indeed the case as a straightforward
calculation shows, viz

eJ1 ,AD = I1γ
(AD)
1

/ ∫ 1

0
w(AD) (t) dt =

1
3
· 1

2

/ 1
6
= 1.

Remark. Although we have not proved optimality in the scale case, we can still calculate the relative
efficiencies of the weight function J2 in (3) (i.e., the one leading to a loss of a degree-of-freedom).
We compare this also to the Cramér-vonMises and Anderson-Darling weight functions, in the case of
the normal and exponential distributions. Straightforward calculations lead to the following relative
efficiencies: For the normal: eJ2 ,CvM = 6.6160. For the exponential: eJ2 ,CvM = 1.3678. For the
Anderson-Darling weight function, we get: For the normal: eJ2 ,AD = 3.7027. For the exponential:
eJ2 ,AD = 1.2373. Here the gain in efficiency using the weight function J2 is substantially more than
in the location case.

5. Further aspects
In Gregory (1980) quadratic tests are considered and he finds some interesting results for such
statistics, also in terms of Bahadur efficiency. Two particularly interesting results are given. One is
a result on the connection between Bahadur and Pitman efficiencies as studied by Wieand (1976).
Gregory (1980) in his Theorem 3.1 gives conditions under which Wieand’s condition III* holds
implying equality of limiting Bahadur and limiting Pitman efficiencies. A second result of Gregory
(1980) for quadratic statistics considers contiguous alternatives and gives a condition for an optimal
quadratic statistic with respect to Bahadur efficiency. Although the Wasserstein goodness-of-fit
statistics considered in this paper are not quadratic statistics as defined by Gregory (1980), they are
asymptotically equivalent to quadratic statistics. Extension of Gregory’s result to statistics that are
asymptotically quadratic will lead to an alternative proof of the result in this paper as well as leading
to extensions thereof.

Acknowledgements. The authors would like to acknowledge their appreciation to the late Prof
Sandor Csörgő for the opportunity to discuss early ideas of this paper with him during a visit by one
of the authors (TdW) to the University of Szeged. The first author’s research was partially supported
by research grant 108874 from the National Research Foundation.

Appendix
Proof of lemma 1. By the convexity assumption on log(1/ f0(x)), it follows that J1 is positive on (0,1)
and this directly implies thatKJ1 is positive on (0,1)2. Now, let g1 denote the normalized eigenfunction
of KJ1 corresponding to its largest eigenvalue. It is well known that for this eigenfunction (see
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e.g. Tricomi, 1957)∫ 1

0

∫ 1

0
KJ1 (s, t) g1 (s) g1 (t) dsdt = sup

{g:
∫
g2=1}

∫ 1

0

∫ 1

0
KJ1 (s, t) g (s) g (t) dsdt . (18)

It follows quite readily from this that g1 is nonnegative on (0,1) (but of course not always zero).
Suppose this does not hold, i.e. there are subsets of (0,1) where it is strictly positive and subsets

where it is strictly negative. In such a case we can write

g1 (t) = g1+ (t) − g1− (t) ,

where, on the respective subsets g1+ (t) > 0, g1− (t) > 0, while g1+ (t) g1− (t) = 0, t ∈ (0,1). Also,
|g1(t)| = g1+ (t) + g1− (t) and 1 = ‖g1‖2 = ‖|g1 |‖2 = ‖g1+‖2 + ‖g1−‖2.
Now, because of strict positiveness on certain subsets∫ 1

0

∫ 1

0
KJ1 (s, t) g1 (s) g1 (t) dsdt

=

∫ 1

0

∫ 1

0
KJ1 (s, t) g1+ (s) g1+ (t) dsdt +

∫ 1

0

∫ 1

0
KJ1 (s, t) g1− (s) g1− (t) dsdt

−
∫ 1

0

∫ 1

0
KJ1 (s, t) g1+ (s) g1− (t) dsdt −

∫ 1

0

∫ 1

0
KJ1 (s, t) g1− (s) g1+ (t) dsdt

<

∫ 1

0

∫ 1

0
KJ1 (s, t) |g1 (s)| |g1 (t)| dsdt .

However, this contradicts the fact that g1 is the eigenfunction corresponding to the largest eigenvalue
and thus satisfies (18). Therefore g1 is nonnegative on (0,1). Since (J) 1

2 is an eigenfunction, it is
either orthogonal to g1 or equal to g1. However, since KJ1 > 0, (J) 1

2 > 0, it follows that
∫ 1

0

∫ 1

0
KJ1 (s, t) (J1 (s))

1
2 g1 (t) dsdt > 0,

and thus orthogonality cannot hold. Therefore (J) 1
2 = g1, the eigenfunction corresponding to the

largest eigenvalue.

Proof of Lemma 2. We have from (14) that

h1 (s) =
∫ 1

0
q (s, v) g1 (v) dv

/ 




∫ 1

0
q (s, v) g1 (v) dv





 .
Here∫ 1

0
q (s, v) g1 (v) dv =

∫ 1

0
ψ (s, v)Q′0 (v) J1 (v)

1
2 J1 (v)

1
2 dv

= −
∫ s

0
vQ′0 (v) J1 (v) dv +

∫ 1

s

(1 − v)Q′0 (v) J1 (v) dv

= I−1
1

[∫ 1

s

(1 − v)Q′0 (v) L ′1 (Q0 (v)) dv −
∫ s

0
vQ′0 (v) L ′1 (Q0 (v)) dv

]
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= I−1
1

[
−L1 (Q0 (s)) −

∫ ∞

−∞
f ′0 (x) dx

]

= I−1
1 [−L1 (Q0 (s))] .

To obtain h1, we need the norm of the latter expression:



I−1
1 [−L1 (Q0 (s))]



 = I−1
1

(∫ 1

0
L2

1 (Q0 (s)) ds
) 1

2

= I−1
1

(∫ ∞

−∞
L2

1 (y) f0 (y) dy
) 1

2

= I
− 1

2
1 ,

since, from (2),

I1 =

∫ ∞

−∞
L ′1 (y) f0 (y) dy = L1 (y) f0 (y)|∞−∞ −

∫ ∞

−∞
L1 (y) f ′0 (y) dy = 0 +

∫ ∞

−∞
L2

1 (y) f0 (y) dy,

using the assumption f ′0 (y) → 0 as y → ±∞. This completes the proof.

Proof of Theorem 1. We first show that under the assumed conditions, (6) holds. Note that
by (2.10) in DGU, clearly n−1an → 0. Denote by Tn(θ) the statistic (4) when Fθ (x) = F0(x − θ) is the
underlying distribution function, and thus Tn(0) the statistic under H0. Let G−1

n denote the empirical
quantile function of a sample from the uniform distribution on (0,1). Then it is well known that we
can write

F−1
n (t) D= F−1

θ

(
G−1

n (t)
)
= θ +Q0

(
G−1

n (t)
)
.

Using this, gives

n−1 (Tn (θ) − an) D=
∫ 1

0

[
Q0

(
G−1

n (t)
)
−Q0 (t) + θ

]2
w (t) dt − n−1an

D
= θ2

∫ 1

0
w (t) dt + n−1Tn (0) − n−1an + 2θ

∫ 1

0

[
Q0

(
G−1

n (t)
)
−Q0 (t)

]
w (t) dt

= θ2
∫ 1

0
w (t) dt + n−1 (Tn (0) − an) + 2θRn (say).

Clearly from (5) n−1(Tn(0) − an) P→ 0. Furthermore, since |Rn |2 ≤ n−1Tn(0) ·
∫ 1
0 w (t) dt, and

n−1an → 0, it follows that Rn
P→ 0, and thus

n−1(Tn(θ) − an) P→ θ2
∫ 1

0
w (t) dt .

(6) therefore holds.
Now, use again the well-known fact that the largest eigenvalue of a kernel is given by

γ
(w)
1 = sup

{g:
∫
g2=1}

∫ 1

0

∫ 1

0
Kw (s, t) g (s) g (t) dsdt

(see e.g. Tricomi, 1957). Thus, also

γ
(w)
1 = sup

{g:
∫
g2=1}

∫ 1

0

∫ 1

0
cw (s, t) g (s) g (t) dsdt.
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Choosing in particular the eigenfunction h1 of cJ1 corresponding to γ(J1)
1 , we have

γ
(w)
1 ≥

∫ 1

0

∫ 1

0
cw (s, t) h1 (s) h1 (t) dsdt ≡ Dw (say).

Substituting for cw from (13) and for h1 from (15), we have

Dw =

∫ 1

0

∫ 1

0

[∫ 1

0
ψ (s,u)ψ (t,u)Q′0 (u)2 w (u) du

]
· I−1

1 L1 (Q0 (s)) L1 (Q0 (t)) dsdt

= I−1
1

∫ 1

0
Q′0 (u)2 w (u)

[∫ 1

0
ψ (s,u) L1 (Q0 (s)) ds

]2

du

= I−1
1

∫ 1

0
Q′0 (u)2 w (u)

[
(1 − u)

∫ u

0
L1 (Q0 (s)) ds − u

∫ 1

u

L1 (Q0 (s)) ds
]2

du

= I−1
1

∫ 1

0
Q′0 (u)2 w (u)

[∫ u

0
L1 (Q0 (s)) ds − u

∫ 1

0
L1 (Q0 (s)) ds

]2

du

= I−1
1

∫ 1

0
Q′0 (u)2 w (u) [− f0 (Q0 (u))]2 du

= I−1
1

∫ 1

0
w (u) du.

From this γ(w)1 ≥ I−1
1

∫ 1
0 w(t)dt, and the theorem follows.
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