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ABSTRACT

Currently, ChatGPT (Generative Pre-training Transformer) causes disruption in sectors that run
the gamut from retail and marketing to journalism and healthcare. This chatbot also affects higher
education, with scholars either extolling its potential or accentuating its pitfalls. Advantages of early
adoption of ChatGPT include fostering students’ self-directed learning and developing their
research skills, while disadvantages mainly reflect educators’ concerns that it may harm the
integrity of online examinations and make it difficult, if not impossible, to detect plagiarism. To
determine educators’ perceptions with respect to the nature and application of ChatGPT in the
context of students’ academic writing, this study conducted focus-group discussions with
academic literacy facilitators from a South African tertiary institution. Working within a qualitative
research paradigm and employing thematic analysis as a broad methodological approach,
discussions were analysed using framing theory. The latter is a sociological concept based on the
notion that a phenomenon exhibits myriad values, given that it is perceived through different
frames that, in turn, impact the choices people make about that phenomenon. Understanding how
educators perceive the nature of ChatGPT and to what extent they accept it paves the way towards
challenging unrealistic expectations about ChatGPT’s human-like capabilities and addressing the
ethical concerns that educators may have about its deployment in the writing classroom.
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INTRODUCTION

ChatGPT (Generative Pre-training Transformer) is a conversational chatbot launched by
OpenAl in 2022 that yields human-like text using natural language processing. Currently, this
chatbot is generating both disquiet and enthusiasm among potential users, depending on
whether its application is framed in utopian or dystopian terms. If ChatGPT itself is to be
believed, “[it] is fine-tuned to generate conversational responses, making it suitable for tasks
like answering questions, holding conversations, and assisting with various text-based
activities”. At present, little is known about higher education practitioners’ understandings of
this tool in the South African context. To address the lacuna, this exploratory study investigates
perceptions of ChatGPT by (potential) early adopters, focusing on academic literacy
facilitators’ views in the context of the teaching and learning of L2 (second language) writing
at a South Africa university. Employing framing theory and specifically technological frames
analysis, the research questions are as follows: “(i) “How do academic facilitators perceive the
nature of ChatGPT?” (i1)” How do academic facilitators perceive using ChatGPT now and in
the future in their teaching and learning contexts?” (iii)” What are academic facilitators’
perceptions of ChatGPT’s benefits and risks in their teaching and learning contexts?”” Though
questions (ii) and (iii) overlap, each has a distinctive focus, with (ii) emphasising strategies that
could be employed to ameliorate the tool’s risks while enhancing its benefits. Before outlining
the methodology employed to answer these questions, we consider the evolution of technology-
enhanced writing tools as well as recent studies that interrogate ChatGPT’s affordances and
risks in the field of writing. We also elucidate framing theory to demonstrate its suitability as

an analytical lens through which to examine educators’ perceptions of the tool.

LITERATURE REVIEW

Technology-enhanced (L2) writing

Strategies that exploit technology-enhanced L2 writing in higher education are by no means
new. These strategies include Wiki-based collaborative writing (Chao and Lo 2011; De Wever
et al. 2015), WebQuest writing instruction (Ebadi and Rahimi 2018), and corpus-based writing
assistants (Chang et al. 2008; Bellino and Bascufian 2020), to name a few. In recent years,
technological advancements have enabled the deployment of Al-based tools in the teaching of
writing, with Ginger, Grammarly, and QuillBot being prevalent (cf. Ho 2022). Use of such tools
has, however, been met with mixed reviews. Wiki-based writing, for example, may help
learners enhance the structure and organisation of their writing as it provides a means for

learners to collaboratively generate and edit content by way of a Wiki platform (Oskoz and
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Elola 2010). Yet such platforms have been reported to be deficient with respect to improving
elements of academic writing such as language and content (Hsu 2019). A WebQuest provides
specific building blocks that learners employ in order to complete certain tasks. The WebQuest
approach may foster both writing and critical thinking skills, given that it scaffolds the analysis,
synthesis, and evaluation of information (Al-Shamisi 2016). However, some of its weaknesses
pertain to locating credible Internet sources suited to a given activity and assuming that learners
are sufficiently proficient in English to conduct effective searches (cf. Amini, Asgari, and Asgari
2020). A corpus-based approach to writing, such as WriteBetter, shows learners how lexical
items function in authentic contexts (Bellino and Bascufian 2020). Nevertheless, this approach
first developed by Johns (1986) accommodates a specific type of learner — an adult who is “well
motivated: a sophisticated learner” (Johns 1986, 161), as it were. Turning to Al-driven tools,
which are useful for generating instant corrective feedback (cf. Alharbi 2023), limitations
include providing inaccurate and surface-level commentary, as is the case when Grammarly is
employed (Nova 2018; Javier 2022), and producing ungrammatical structures and spelling
errors in the case of Quillbot (Rakhmanina and Serasi 2022).

Currently, educators are grappling with ChatGPT, a new generation chatbot that has
sparked heated debate among scholars since its 2022 launch, with early research studies in the
fields of student writing and scientific research writing questioning whether it is academia’s

ally or enemy.

Perceptions of ChatGPT with respect to student writing and academic
publishing

A plethora of studies focusing on ChatGPT’s affordances and limitations in higher education
have been published since 2022. Research that explores educators’ and students’ perceptions of
this tool is appearing too, albeit it on a smaller scale (cf. Shoufan 2023). Firat (2023), for
instance, has employed thematic content analysis to investigate students’ and scholars’
perceptions of the chatbot, concluding that both groups generally exhibit positive sentiment
towards it, although aspects related to assessment, ethics, and literacy on the digital dimension
need to be addressed. Other studies that employ thematic analysis (e.g., Shoufan 2023), case
studies (e.g., Tlili et al. 2023), content analysis (e.g., Limna et al. 2023), or mixed methods
research (e.g., Bonsu and Baffour-Koduah 2023) to investigate attitudes towards ChatGPT also
report a more positive outlook rather than negative sentiment. Adverse facets of the tool as
observed by these researchers relate to its potential to diminish students’ motivation to learn,

its lack of currency owing to the fact that the information it generates predates 2022 (Bonsu and
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Baffour-Koduah 2023), errors and biases in the tool’s training data (Limna et al. 2023), and
possible reductions in students’ critical thinking (Tlili et al. 2023). Several studies report a mix
of positive and negative attitudes related to ChatGPT’s nature and affordances (Baidoo-Anu
and Ansah 2023; Mogavi et al. 2023). A few studies specifically investigate ChatGPT’s
advantages and pitfalls with respect to academic writing skills and scientific research writing.
In the context of teaching argumentation, some initial concerns focus on ethics and intelligence.
Regarding the former, Su, Lin, and Lai (2023, 9) observe that ChatGPT may be useful for
scaffolding elements of argumentative writing related to structure and language. Nonetheless,
these scholars identify ChatGPT’s inability to correctly reference externally sourced materials
and its generation of biased texts as significant challenges. As for the latter, and citing work by
Thorp (2023), these authors note that the chatbot may reflect flaws in reasoning, given its
potential to construct fabricated or inaccurate information based on users’ somewhat vague or
ambiguous prompts (Su et al. 2023, 10). Such issues are not unique to argumentative writing
classrooms and have been explicitly or tangentially considered in relation to second language
writers (Warschauer et al. 2023), business English writing (Kim, Shim and Shim 2023),
scientific writing for researchers (Currie 2023), and legal writing (Romig 2023). Several studies
are dedicated to examining ChatGPT and risks around plagiarism in the contexts of student
writing and academic publishing (Anders 2023; Khalil and Er 2023; King and ChatGPT 2023).
With the exception of the publication by Romig (2023), the studies listed here focus on
ChatGPT’s technical affordances. What is missing from current research are the voices of
educators. In addition, and to the best of our knowledge, there are currently no studies that have

explored academic literacy instructors’ perceptions of ChatGPT in the South African context.

Utilising framing theory to understand perceptions of ChatGPT

Examining literacy instructors’ perceptions is critical, as these perceptions influence the
pedagogical practices they choose to adopt. Since Al goes through constant iterations at rapid
speed, it is necessary to keep “checking in” (Gallacher et al. 2018, 70) with these iterations,
allowing educators to become more circumspect about what this tool means for pedagogy,
human creativity, decision-making, and the like. To understand perceptions of ChatGPT,
framing theory works well, given that “[to] frame is to select some aspects of a perceived reality
and make them more salient in a communicating text” (Entman 1993, 52). It is this salience that
influences conceptualisations, causes, assessments, and treatments of phenomena or events
(Entman 1993, 52). Since ChatGPT is novel, academics such as those who operate in the field

of literacy have few cues or locations they can draw on to understand its attributes and
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consequences, where cues or locations include “the communicator, the text, the receiver, and
the culture” (Entman 1993, 52). At this early stage, and in our own institution, academics
receive interpretative cues about ChatGPT based on informal experimentation with the tool in
their own classes and through training webinars that focus on its affordances and ethical
consequences. Academics are thus secondary rather than primary ChatGPT stakeholders, not
only in the sense that they are participating in its deployment rather than enjoying any direct
involvement in its design, but also in the sense that they are uncertain about its nature and
deployment.

Several studies have been published on the framing of Al by news media outlets, with
many reflecting Global North contexts (e.g., Garvey and Maskal 2020; Brennen, Howard, and
Nielsen 2022) and a few focusing on Global South perspectives (e.g., Brokensha and Conradie
2021). Overall, these studies report positive sentiment towards Al, although Nguyen and
Hekman (2022a) note that journalists’ voices have become more critical in recent years. These
researchers identify dominant frames used across news media outlets, such as automation, Al
weapons, and Al healthcare. Although such studies are significant in that the news frames
identified may shape how laypeople perceive Al, these frames “are not objectively ‘mirroring’
reality, since they are highly selective narratives in which the perception of relevance and
interpretation of meaning vary between discourse participants” (Nguyen and Hekman 2022b,
61). A more useful framework within which to explore educators’ perceptions of ChatGPT is
Orlikowski and Gash’s (1994) typology of technological frames, which reflects the nature of
technology, technology strategy, and technology in use. Technological frames are social in
nature because they reflect “the understanding that members of a social group come to have of
particular technological artifacts, and they include not only knowledge about the particular
technology but also local understanding of specific uses in a given setting” (Orlikowski and
Gash 1994, 178). What is useful about this conceptualisation is that it allows for an
understanding of people’s interpretations of the nature and functions of a given technology’s
which directly influence its use (Basdogan, Birdwell, and Harris 2022). Orlikowski and Gash’s
(1994) framework aligns with a socio-technical view that interrogates technology in terms of
its societal and ethical impacts. Over the last two decades, the framework has been employed
in numerous studies to gain insights into expectations around technologies (e.g., Criado and de
Zarate-Alcarazo 2022). Given that the framework foregrounds technology within an
organisation, it lacks a focus on Al itself. For this reason, we supplement it with a taxonomy
proposed by Jones (2015) which frames Al in terms of artifice, competition, and nature. The

combined framework is outlined below.
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METHODS

Sample and focus-group discussion arrangements

To determine tertiary educators’ perceptions of ChatGPT, one of the researchers conducted
focus-group discussions with academic literacy facilitators from a South African university’s
Centre for Teaching and Learning (CTL). Using purposive sampling and following the
university’s ethical guidelines, 13 facilitators were recruited for this study. Inclusion criteria
comprised (a) being experienced rather than novice teachers of academic writing for ESL
(English as a second language) students and (b) having scant to no familiarity with ChatGPT.
We excluded facilitators with little experience in the teaching of writing as we wished to glean
insights into the affordances and pitfalls of this tool from educators with a nuanced
understanding of the teaching and learning of academic writing. Further, we selected
participants who had either limited or no knowledge of ChatGPT as we wanted to explore their
initial impressions thereof as (potential) early adopters with a view to having them re-visit these
impressions in a future study when they will have gained more experience in its deployment.

In the pre-discussion phase, participants were asked to read two South African news
articles from the Daily Maverick. The first article was titled “ChatGPT is an amazing and
exciting tool for teachers willing to surf the wave” (Russell 2023), while the second was titled
“Real danger of ChatGPT lies in its robbing us of our ability to read and research critically”
(Sparks 2023). We were concerned that providing participants with some literature on ChatGPT
would influence their responses during the discussions. However, given that the technology is
nascent, it was deemed necessary to introduce participants to general themes around the tool to
stimulate engagement. This pre-discussion phase substituted engagement questions, which may
be defined as icebreakers that allow the given participants to become more familiar with a
phenomenon they are uncertain about (cf. Purvis et al. 2020).

Using Blackboard Collaborate as a discussion platform, participants were divided into
four groups, with the largest groups comprising four to five participants and the smallest two.
Two participants is not an ideal size for a focus-group discussion, but we were bound by the
participants’ teaching schedules and marking loads. Each 50-minute discussion held via
Blackboard Collaborate Ultra was audio recorded and meticulously transcribed by one of the
researchers. Some participants chose to post chat messages which were either read out loud by
the researcher or captured in the form of screenshots, given that Blackboard Collaborate does
not record written messages. Although generating transcripts via automatic transcription
software such as NVivo, Sonix or Whisper would have eliminated a time-consuming task,
human-generated transcripts were deemed to be superior for two reasons. First, there are ethical

implications that pertain to data protection when software is used: while some automated
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transcription services have the type of encryption that safeguards data from privacy breaches,
others operate in the cloud, making any data transcribed easily accessible to others. Second, the
quality of automated transcripts might be poor and thus useful only in so far as they help
researchers navigate specific sections in the transcripts with a view to coding data (Weir,
Becker, and Blair 2023).

The unit of analysis in the transcripts was each participant’s answer to either the questions
posed or their fellow participants’ responses, as long as the answer was related to the discussion
questions asked. Each answer was classified according to the coding schemes developed by
Orlikowski and Gash (1994) and Jones (2015). As the analysis is qualitative and thus subjective
in nature, both researchers coded the data independently of one another before discussing
differing interpretations. Any dissonance on the descriptive was resolved through exhaustive

analysis at the interpretive level (cf. Vogl, Schmidt, and Zartler 2019).

Discussion questions posed

The main exploratory questions were as follows:

e How familiar are you with ChatGPT or similar Al language models and have you used
it/them in your teaching or any other context?

e What do you think are the potential benefits of using ChatGPT in an educational
setting?

e What concerns do you have regarding the use of ChatGPT in the classroom?

Additional exploratory questions asked in the context of writing were as follows:

e What is human creativity as opposed to Al creativity?
e Are you familiar with Al hallucination?

e Are you familiar with AI’s black box problem?

Last three questions were posed to gain insights into participants’ understandings of ChatGPT’s
architecture. Al hallucinations and the black box conundrum constitute particular obstacles with
respect to placing trust in the technology: the former describes the tool’s tendency to produce
fabricated information, while the latter designates the opaqueness of its inner workings and
processes.

All six questions are exploration questions since they are related to the study’s three

research questions (Masadeh 2012). Throughout each discussion, clarifying questions were
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posed in cases where responses required elaboration. These included questions such as “Tell
me more” and “Explain that a little bit more; I’'m quite keen to hear what you say”. At the end
of each session, an exit question (“Is there anything else that you would like to add?) was asked
to establish a final opportunity for participants to generate additional comments (cf. Purvis,

Rodger, and Beckingham, 2020).

Analytical framework
Participants’ responses were analysed in terms of the existing typologies referenced in the

previous section, making this a deductive content analysis (Zhang and Wildemuth 2009). These

typologies, which may overlap, are summarised in Table 1 below.

Table 1. Technological taxonomies

Orlikowski and Gash’s (1994) technological frames

Nature of Reflects individuals’ understandings of a technology’s current/future capabilities
technology
Technology Refers to individuals’ views as to why their particular organisation has adopted/will adopt a technology
strategy
Technology Describes “people’s understanding of how the technology will be used on a day-to-day basis” (Orlikowski and
in use Gash (1994, 183-184) and what its consequences may be
Jones’ (2015) Al frames
Artifice Describes Al as an inexplicable technology that may surpass human intelligence

Competition

Frames Al as a threat to humanity

Nature

Reflects people’s (romantic/anthropomorphic) descriptions of Al's nature

With respect to Orlikowski and Gash’s (1994) conceptualisation, it is useful to gain insights
into how individuals within an organisation frame the nature of technology: users of a given
technology may experience difficulties appropriating and employing it correctly in instances
where they lack understanding about its architecture. Jones’ (2015) definition of the frame of
nature is similar, given that it also describes a technology’s attributes. However, this particular
frame encapsulates individuals focusing specifically on Al and “[questioning] whether
something created by a human exists inside or outside of the natural world” (Jones 2015, 32).
Artifice takes understandings of AI’s nature to another level in that it is framed as magical and
inexplicable. Both the technology in use domain and the competition frame reflect an
individual’s understanding of the impact of a technology. However, the former includes positive
and negative outcomes of a technology, while the latter predominantly underscores Al’s risks.
The technology strategy describes individuals’ views as to why their employer will
introduce/has introduced a technology. In employing the combined framework outlined in Table

1, the researchers coded and thematically analysed responses that described both ChatGPT and
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Al in general, since participants regularly framed the former in terms of the latter due to their

limited knowledge of and experience with using the tool.

ANALYSIS

How do academic facilitators perceive the nature of ChatGPT?

Most participants expressed caution about ChatGPT (or Al in general), with a few lauding its
capabilities. Typical comments about the former revolved around mistrust and included “If
there’s a necessity to use it, then [...] be careful about it” (P2) and “Upon submission on
Turnitin, a 100 per cent Al report [on plagiarism] popped up for [...] students. It said no, but I
don’t know if I can trust it!” (P10). With respect to praise of ChatGPT, one participant remarked,
“I know I might offend some people like PS5. I express my love for it. But I love it. I think it just
has so much potential” (P6). A few responses transcended describing ChatGPT’s nature simply
in terms of its capabilities or traits, evoking the frame of artifice instead. For example, one
participant perceived ChatGPT/AI to be sentient to some degree when they observed that in the
context of a machine detecting Al-generated text, “Al knows that it is Al. It knows how it does
its Al thinking and so can recognise it in something else” (P1). Similarly, another participant
claimed, “I don’t actually think — controversial! — that Al would be so different in creativity
than human beings” (P7). In relation to human versus Al creativity, no participant
anthropomorphised Al creativity and all participants, with the exception of P7, opined that
human creativity is dissimilar to that of AL. P7 expressed doubt that a definitive definition for
human creativity exists, arguing that “creativity takes different forms”, thus rendering it
pointless to compare one agent’s creativity to that of another. The remainder of the participants
perceived ChatGPT’s texts to be inauthentic in comparison to human responses. P3, for
example, asked, “Is Al actually creating something?” and answered their own question by
saying, “It’s responding to a prompt”. This point of view was echoed in claims such as “It
creates something from information or content that already exists” (P6) and “It’s just
regurgitating what has been said” (P12). Other reasons provided as to why ChatGPT’s creativity
is inferior to that of humans included the absence of understanding (e.g., “There’s no
understanding in [ChatGPT]” (P4)), the lack of personal experience that humans have (e.g.,
human creativity encompasses “condensing years of experience [...] funnelling it into a piece
of writing” (P10)), and the absence of human-like emotions or empathy (e.g., “Al cannot bleed”
(P7)). Several responses demonstrated ambivalent perceptions of ChatGPT’s nature: P9
remarked that one aspect of the tool that “astounded” them was the construction of “such well-

written paragraphs”, but a short while later, they observed that they were “written in a very
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clinical way”. Similarly, although P1 described feeling “flabbergasted” when confronted by the
tool’s constructions, they also stated that “You just don’t feel that human factor” when reading
its responses. Other than P5 and P13, participants had not heard about neither Al systems’

hallucinations nor about their black boxes.

How do academic facilitators perceive using ChatGPT now and in the future in
their teaching and learning contexts?

With the exception of Participants, 9, 10, and 12, no participant indicated that they employed
the tool in their literacy classrooms. While P3 and P5 were initially adamant that they did not
want to employ the tool in any context, the remaining participants communicated using it in
settings outside the classroom, either for experimental reasons or out of curiosity. P4, for
instance, stated: “I’ve played around a bit a few times with ChatGPT. I’ve asked it a few
questions and it’s given answers”. Others indicated that they were using it “to summarise a
couple of books” (P6), for “email writing” (P4), to draft a speech for a wedding (P11), and for
dream analysis (P13). Participants 9, 10, and 12 claimed that they were using it to detect
potential cases of plagiarism in their students’ writing (e.g., “I have used it in terms of figuring
out if students have used ChatGPT. Specifically, you know, there’s a function where you can
ask: ‘Has this paragraph [...] been generated by a human?’” (P9). P3 signalled that they were
hesitant to use the tool in their private capacity because they were in the process of completing
their Master’s degree and was “scared” in case the tool was detected in their search history,
potentially leading to a false accusation of plagiarism. P5 simply stated, “I know it exists and I
know I don’t like it”, although they conceded: “I’m open to ideas”. Considering future use, all
participants demonstrated that they would be employing ChatGPT to teach writing, although
several indicated a degree of unwillingness to do so (based on risks summarised in the next sub-
section). Those with more positive sentiment articulated that they intend using it in class “to get
[students] to think deeper” about topics (P4), to enhance students’ research on a topic, to “let
[them] analyse and fact-check on (sic) a ChatGPT-generated essay” for flaws (P7), “to teach
them [...] to summarise” (P8), and use it “to help improve [students’] skills and capabilities
because most [of them] are rather innovating (sic) and keen on being part of new innovations”
(P10). Regarding institutional motivation, only Participants 1, 2, and 6 looked to the university
for guidance on when and how to use ChatGPT, although they did not indicate why they
believed the university would adopt this technology. Typical comments included “I want to take
direction from what does the university say? What do my superiors say? What can I do? What

can’t [ do?” (P1) and “I haven’t brought it up as yet with the students. If it is not yet known,
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then I should rather keep it like that until the university tells me otherwise” (P6). The types of
future strategies participants identified as ones they would use in class to mitigate ChatGPT’s
risks included sensitising students to its “potential pitfalls” so that it is used “ethically” and
“responsibly”, (P1), deciding “in what scenarios [ChatGPT] is relevant and [...] how much we
involve ChatGPT in how we teach” (P6), and ensuring that the tool is used merely “as a co-
pilot or a fellow student or a writing consultant in a certain capacity” to ensure that students’

written assignments reflect “their voices” (P13).

What are academic facilitators’ perceptions of ChatGPT’s benefits and risks in
their teaching and learning contexts?

The strategies summarised are indicative of the risks of ChatGPT the participants identified.
One concern hinged on the potential for over-reliance on the tool to the extent that students
would ultimately “not put in the effort to try to understand how to do the right work™ (P6), thus
“losing [their] voices” (P13). In this regard, P1 pointed out that ChatGPT might “eliminate [the
writing process] and affect skills development” when some of the skills required to achieve
literacy include “the ability to read, skimming through paragraphs and so forth, and building up
ideas and [...] brainstorming”. Another apprehension included fears around students using
ChatGPT to plagiarise and the accompanying concern that Al detection tools may be unreliable.
P1 summarised this concern when they said, “The student doesn’t have to understand anything
because as long as ChatGPT has the data, they can spit out a wonderful answer and it’s a
misrepresentation of the student because [...] it’s not their work.” Additional threats identified
included the possibility of security breaches in the sense that a student’s work could be stolen
from the Internet, the tool’s lack of African training data, and the potential for bias on the part
of “creators” (P3), although it should be noted that only one participant referred to the latter as
a risk factor. One participant was aware of under-representative data when they stated: “I’ve
been told that ChatGPT draws from what is out there, right? So in Africa [...] where there isn’t
maybe a lot of research on the Internet, it misses out on so much contextual [information] and
like culture and people” (P4). Six participants identified benefits that ranged from providing
students with examples of well-written paragraphs (P5) to helping students summarise texts
(P8). One participant added a caveat to the benefits when they stated: “I think it could possibly
be a tool to use if you’re not starting out with your studies, if you already have a well-established
writing ability” (P2). This concern was echoed by other participants who did not explicitly focus
on ChatGPT’s benefits. For example, P4 remarked, “If you already have the knowledge you

need to do what you need to do and you’re just using ChatGPT to assist you, then I think it is a

85



Brokensha, Brooks Understanding academic literacy facilitators’ perceptions of ChatGPT through framing theory

very good tool. But again, that goes back to what I was saying: if you don’t have the skills...
Say you’re a first year, you don’t have the knowledge. You don’t have the skills to write a
paragraph. Your academic writing is not on par. You can’t read correctly. Then all it does is take

away the necessity to teach and learn those very important skills”.

DISCUSSION

Contrary to the findings of other studies, our analysis indicates that participants expressed
mixed sentiments about the nature of generative Al (cf. Baidoo-Anu and Owusu Ansah 2023;
Mogavi et al. 2023), with most leaning towards alarmist/negative framings. The tendency to
depict the tool’s nature in ambivalent terms is understandable, given that most participants were
not yet employing it in their classrooms: “new educational technological solutions, in particular
those that draw on [...] artificial intelligence [...] are only now being deployed on a large scale.
The period of early adoption has been characterized by high ambivalence toward the use of [...]
Al-driven technologies” (Johri and Hingle 2023, 223). Contradictory framing may also be
attributed to being uninformed about ChatGPT’s underlying structure — a deep neural network
that (simplistically speaking) “takes in a string of text as input and generates a response as
output” (Cretu 2023, para. 5). In our study, most participants could not define AI’s black boxes
or hallucinations, which is again unsurprising since they expressed the barest of knowledge
about ChatGPT’s structure. While educators are by no means expected to exhibit sophisticated
technological knowledge, it is nevertheless judicious at this sense-making stage that they have
some comprehension of how the limits of an uncertain technology’s design impact writing. Part
of this critical Al literacy includes awareness of Al hallucinations and black boxes, as well as
familiarity with the principle of explainability, which revolves around being able to trust
ChatGPT’s processes and outputs. With respect to classroom practices, we suggest that
facilitators explain to students why, for instance, the tool fails to identify citations or references
and actively teach them how to evaluate its responses. Such strategies would promote critical
thinking and help students understand that “language models [...] have learnt that humans often
support claims with a quote, and the software mimics this behaviour but lacks the benefit of
human understanding of ethics and attribution” (Dwivedi et al. 2023, 27).

Participants conveyed inaccurate knowledge about Al detection tools. Significantly, and
in the context of checking for plagiarism, a lack of understanding about the nuts and bolts of
ChatGPT resulted in some participants indicating that they are currently using the tool to
confirm whether or not it has generated particular texts submitted by students. However,

ChatGPT is presently unable to detect itself since it merely mimics the human writing process.
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Educators may open up a hornet’s nest of ethical issues if they rely on the tool to confirm
plagiarism, resulting in false accusations levelled against students (Alkhagani 2023). Our
participants were particularly concerned about students exploiting the tool to commit
plagiarism, which is a finding reported in other studies as previously noted. With respect to
prohibiting students from using ChatGPT, an important scholarly revolves around sow using
this tool constitutes cheating: Anders (2023) argues that it is pointless to define ChatGPT
plagiarism (in the conventional sense) as “the use of another person’s or Al’s ideas, words, or
concepts” (Anders 2023, 1), since other digital writing assistants already use AI. Since
generative Al is here to stay, Anders (2023, 1) suggests that plagiarism should “[include] the
use of advanced original text creation [by] Al when it is specifically not allowed by the
instructor for a given assignment”. Oravec (2023) supports a shift in focus from adversarial
measures to punish plagiarism towards “mindful and reflective approaches that emphasize
[how] human-AlI collaboration can serve to empower students in their quests to become capable
employees and community members” (Oravec 2023, 227). On a practical level, and in the
context of the writing classroom, a strategy to empower students could include the addition of
meta-cognitive tasks that sensitise students to ChatGPT’s deficiencies, train them to recognise
hallucinations, and compel them to corroborate the tool’s sources if identified (Oravec 2023,
228).

With the exception of one participant, all were ignorant that ChatGPT’s training data
reflects biases. It is necessary to educate literacy facilitators not only about the potential for
unrepresentative datasets to generate biased texts, but also about how political bias may be
embedded in ChatGPT. In terms of pedagogy, we suggest that facilitators and students receive
training in how to capture bias, although it is difficult to confirm conceptually and practically
(Oravec 2023, 225). Senekal and Brokensha (2023) offer a useful multi-dimensional model that
includes making use of an Al model developed by The Bipartisan Press to determine bias in
texts. The model is a regression model for machine learning and “because it has been trained
on a large database of articles (pre-categorised according to bias), it can classify texts according
to their direction (“left” or “right”) and degree (“minimal” to “extreme”) of bias” (Chandler
2020, para. 2). The website offers an easy-to-use “Bias Analyzer” into which one simply cuts
and pastes a given text to analyse bias. Students could be taught how to use a tool like this in
order to analyse bias and confirm or disprove accuracy.

Considering current use of ChatGPT with its associated risks and benefits, a few
participants shared that they have begun employing the tool in their private capacity outside of
the classroom setting. Again, this is not a surprising finding, given that deployment of the tool

at the researchers’ institution is not yet widespread. Furthermore, early adopters tend to initiate
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an experimental phase when encountering novel technology before shifting into
implementation and then wide-scale application phases in an institutional context (cf.
Neumann, Guirguis, and Steiner 2023). What is noteworthy is that although participants
indicated that they would be disposed to utilise ChatGPT in the literacy classroom in order to
foster deep learning and help students research topics or summarise texts, several also offered
the caveat that use of the tool would be beneficial only in instances where students have some
level of academic language proficiency in the first place and do not over-rely on it to achieve
academic success. Of course, this is one of the more significant challenges with respect to using
the tool in the context of literacy classes: students attend such classes because they have not yet
mastered academic English. Yet in order to recognise poor writing generated by ChatGPT (such
as lack of cogent arguments) or inaccuracies related to citations and references, for example,
students need to display adequate levels of proficiency and familiarity with the conventions of
academic writing (Warschauer et al. 2023, 8). Students will have to learn how to write with
ChatGPT, which entails learning new digital skills that are similar to the pedagogical strategies
identified by Oravec (2023). Warschauer et al. (2023, 8) characterise the issue as “the ‘with or

299

without™ contradiction. The authors argue that “[p]remature exposure to Al writing tools can
inadvertently teach students to extensively and exclusively rely on these tools, robbing [them]
of opportunities to develop the foundational writing skills that they will need to best use them
in the future” (Warschauer et al. 2023, 9), while Al illiteracy will force them into a (future)
world of work they are ill-equipped for. In classrooms where ChatGPT is used, facilitators need
to teach students how to critically identify, evaluate, synthesise and create information, since
the tool is not capable of contextual understanding and nuanced interpretation.

Pederson (2023) argues that we should consider the threats that generative Al holds for
writing culture: “higher education will need to decide if using Al writing will be valued as an
aesthetic or professional practice and a means to garner what social theorist Pierre Bourdieu
calls ‘cultural capital’ (Bourdieu, 1986)” (Pedersen 2023, 1). In other words, if it becomes the
case that we shift into a reality in which Al can also write well, how do we determine our value
as humans? (Pedersen 2023, 2). How do we establish authorship? Writing with a generative Al
tool such as ChatGPT means acknowledging that “Al is [...] contingent upon human perception
and interpretation. Much like the co-originary nature of the human and the technical [...] Al is
[...] co-constitutive with human intelligence” (Zeilinger 2021, 38). Our participants recognised
— and to some degree reluctantly accepted — the inevitable co-constitutive relationship between
their students and generative Al, but agreed that human and Al creativity cannot be conflated.
Participants’ positioning against anthropomorphism appears to reflect a tacit understanding that

ChatGPT’s capabilities cannot be romanticised in the sense that it is perceived as author.
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Zeilinger (2021, 21) concedes that while it is not the case that Al models cannot become
authors, it is nevertheless necessary to enter into a debate in which authorship is re-evaluated
in the context of what constitutes creative expression. Several scholars contend that current
authorship guidelines dictated by scholarly publishers already reflect criteria indicating why
ChatGPT cannot be considered as a co-author. The International Committee of Medical Journal
Editors (2023), for example, mandates that manuscripts should include “[s]ubstantial
contributions to the conception or design of the work; or the acquisition, analysis, or
interpretation of data for the work; AND Drafting the work or reviewing it critically for
important intellectual content”. Educators need to convey to under- and post-graduate students
the importance of understanding who constitutes an author in the realm of scholarship. In this
regard, we suggest that while they need to explicitly teach students how to cite ChatGPT, they
should encourage students to use prompts that make it clear that the tool is simply a vehicle for
brainstorming and not a writer.

A limitation of this study is that it is an exploratory one, reflecting a small number of
participants. This in turn means that the results are not generalisable to a larger context.
However, our aim was not to provide generalisable results: at this initial sense-making stage,
academics at our institution are beginning to experiment with ChatGPT in their classrooms.
Given that there is uncertainty surrounding this technology’s nature and that perceptions about
its affordances and risks may differ depending on this technology’s specific contexts of use (cf.
Amani et al. 2023), it makes sense to conduct an exploratory study that aims “to indicate rather
than conclude” (Crouch and McKenzie 2006, p. 492). In other words, in the context of this
particular study, it would be premature to draw any definitive conclusions about literacy
facilitators perceptions of ChatGPT. We argue that our study generates preliminary insights

into perceptions, forming the basis for conclusive research that is quantitative in nature.

CONCLUSIONS

Employing technological frames analysis, this study has determined that some participants in
our cohort are at this stage equivocal and uncertain about the nature of ChatGPT as well as
about how to go about using it in responsible and ethical ways in the classroom. Being
exploratory in nature, the findings cannot be generalised to a larger population of literacy
practitioners, but nevertheless suggest a number of ways forward. Among others, institutions
of higher learning need to prioritise guidelines that include critical (generative) Al literacy
training as well as sensitisation to the challenges involved in detecting and addressing Al

plagiarism. Pedagogically speaking, literacy facilitators need to walk a fine line between
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initially fostering their students’ academic writing skills without generative Al and then training
them how to employ it in their writing. Educational institutions will need to ensure that human
agency remains central in the face of ongoing developments in generative Al. In this regard,
what constitutes creative expression, authorship, and cultural capital in the context of human-
Al interaction needs to be carefully (re)-considered.

With respect to the teaching and learning of writing, future research should include
assessing the pedagogical strategies recommended in this article. This could take the form of
experimental sandboxes that allow facilitators and students to ‘test” ChatGPT and other
generative Al tools with a view to discovering how these technologies may meet their unique
needs. Such sandboxes will also create spaces for the sharing of ideas among students who

encompass different ages, genders, (digital) skills levels, and the like.
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