
 
South African Journal of Higher Education     https://dx.doi.org/10.20853/39-4-7523    
Volume 39 | Number 4 | Aug 2025 | pages 236-262                                                                                               eISSN1753-5913  

236 
 

BALANCING ACADEMIC FREEDOM AND RESEARCH INTEGRITY 

THROUGH VIRTUE ETHICS IN THE USE OF AI IN OPEN DISTANCE 

EDUCATION 

 

C. Prinsloo* 

Department of Health Studies 

https://orcid.org/0000-0001-7435-6788 

 

S.M. Ramashego* 
Institute for Open and Distance Learning 

https://orcid.org/0000-0002-9917-7089 

 

R. G. Visagie* 
Directorate  Research Support 

https://orcid.org/0000-0002-0162-1752 

 

N. Tjano* 
Office of the VP: Teaching Learning Community Engagement and Student Support 

https://orcid.org/0000-0001-5694-1545 

 

* UNISA 

Pretoria, South Africa 

 

ABSTRACT 

In a rapidly evolving educational landscape shaped by Society 5.0, the integration of Artificial 

Intelligence (AI) into Open Distance Education (ODE) presents both transformative opportunities 

and ethical challenges. While AI enhances access, personalises learning, and streamlines 

administration, its usage raises concerns about academic freedom, research integrity, and ethical 

conduct. This article explores the balancing act required to leverage AI’s capabilities without 

compromising the values of academic freedom and integrity. A virtue ethics framework is proposed 

to facilitate ethical AI deployment, prioritising virtues like integrity, accountability, and justice. 

Through a narrative literature review, the article examines the intersection of AI, academic 

freedom, and research integrity, proposing a conceptual model rooted in virtue ethics. The 

framework promotes a responsible AI-driven educational model that respects intellectual 

autonomy, mitigates ethical risks, and enhances research credibility in ODE. The article concludes 

with recommendations for implementing virtue ethics in AI governance within academic 
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institutions, emphasising a sustainable approach to maintaining ethical standards in an AI-

enhanced educational environment. 

Keywords:  Artificial Intelligence, Academic Freedom, Conceptual framework, Open Distance 

Education, Research Integrity, Virtue Ethics 

 

INTRODUCTION 
Society 5.0 is a human-centric initiative introduced by the Japanese government, aiming to 

merge cyberspace and physical space through advanced technologies such as artificial 

intelligence (AI) and big data, with the goal of enhancing societal well-being (Deguchi, et 

al.2020). By embracing a human-centric society supported by digital transformation in 

education, the introduction of artificial intelligence (AI) serves as a beacon of innovation, 

promising to reshape teaching, learning, assessment, and administration (Kamalov, Santandreu 

Calonge and Gurrib 2023). Within this context, Fidalgo and Thormann (2024) consider the rise 

of open distance education (ODE) as a fertile ground for the transformative potential of AI, 

presenting unprecedented opportunities for accessibility and flexibility. The potential benefits 

of AI in ODE are vast – from personalised learning experiences to data-driven decision-making 

processes. It is imperative to ensure that the promises of AI do not undermine the foundational 

values of education; therefore, an intricate balance is required in support of the AI capabilities 

for educational progress while safeguarding the cherished ideals of academic freedom and 

research integrity. The current literature and scholarly discourse emphasise the progressive 

nature of AI in ODE, prompting concerns about the influence of AI on research integrity and 

academic freedom (Khlaif et al. 2023; Memarian and Doleck 2023; Mijwil et al. 2023a). Issues, 

such as false information, ghost-writing, bias, and ethical transgressions pose serious 

challenges, aggravated by the inadequacy of research-based norms governing the application 

of AI in ODE. This raises questions about the influence of AI on academic freedom and the 

principles of virtue ethics. On one hand, AI enhances academic freedom by offering innovative 

tools for expressing and conveying complex concepts visually. On the other hand, AI also 

introduces ethical considerations regarding originality, authenticity, and respect for intellectual 

property. 

 

METHODOLOGICAL APPROACH 

The critical problem which this article sought to address is the lack of a balanced approach 

towards AI deployment for educational enhancement while safeguarding academic freedom and 

research integrity. The crucial question at this point is:  
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• How do we ensure that the integration of AI with education enriches our quest 

for knowledge without compromising the core values that define academic 

excellence and ethical research? 

To this end, a narrative literature review was employed, guided by the following central 

question:  

• How could adopting virtue ethics catalyse the integration of academic freedom 

and research integrity when using AI in ODE institutions? 

The current article, therefore, explored the role of virtue ethics in promoting a balanced 

synthesis of research integrity and academic freedom in AI applications in ODE institutions. 

Guided by Jabareen (2009), we provide an overview of the process followed to propose a 

conceptual framework for AI-oriented research in ODE to balance research integrity and 

academic freedom through the integration of virtue ethics. 

 

RESEARCH APPROACH 
We adapted Jabareen’s (2009) proposed method and procedures for building conceptual 

frameworks to better understand how adopting virtue ethics could balance the integration of 

academic freedom and research integrity when using AI in ODE institutions. The choice was 

informed by the structured nature of the steps and multidisciplinarity of the phenomenon under 

study (i.e. AI-oriented research in ODE context). Figure 1 depicts the adapted structured steps 

from Jabareen's (2009), which informed the conceptual framework developed for this article. 

These steps outline the process of identifying, categorizing, and integrating key concepts—such 

as virtue ethics, research integrity, and academic freedom—to ensure an ethically sound AI 

framework in ODE. Applying these steps, the article systematically constructed a balanced 

approach to AI governance in education. 
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Figure 1: Adapted steps from Jabareen’ s (2009) methodology for development of conceptual 

framework 

Source: Authors' compilation 2024 

 

 
Step 1: Mapping the selected data sources 
The first step in Jabareen’s (2009) framework involves identifying and mapping data sources, 

which, in our research, involved gathering relevant literature on AI, ODE, academic freedom, 

virtue ethics and research integrity. To ensure a comprehensive and relevant literature review, a 

structured approach was employed in selecting data sources. Table 1 outlines the search 

prompts, inclusion criteria, and exclusion criteria used to identify scholarly literature on AI in 

education, research integrity, academic freedom, and virtue ethics. This systematic approach 

helped refine the scope of the study and ensured that only high-quality, peer-reviewed sources 

informed the conceptual framework.  

 
Table 1: Search prompts, inclusion and exclusion criteria 

Search prompts and keywords Inclusion criteria Exclusion criteria 

“AI in education”; “AI in open education”; “AI-
enhanced learning”; “AI in higher education” 
“academic freedom” “intellectual autonomy”; 
“ethical AI usage”; “AI bias and mitigation”; 
“ethical research”; “scientific credibility”; 

“research integrity”; “virtue ethics”; “moral 
philosophy”; ethical framework” 

Peer-reviewed articles Magazines 

Seminal until recent work 

on virtue ethics 

Publications not focusing 

on virtue ethics 

Book chapters Newspapers 

Books Social media 

Source: Authors’ compilation 2024 

As indicated above, a narrative literature review was carried out to offer an overview of the 

existing knowledge of the selected concepts under study (see Snyder 2019). The data sources 

included seminal and recent works, as virtue ethics, rooted in early Greek philosophy, was 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 
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examined through accredited peer-reviewed sources. The primary aim was to understand the 

key concepts – research integrity, AI, academic freedom and ODE – individually. Following 

this, a deeper analysis was conducted to explore the connections between these three concepts 

based on scholarly literature to investigate virtue ethics as a potential ethical framework to 

facilitate the integration of research integrity, AI, and academic freedom with ODE.  

Step 2: Defining and categorising the selected concepts 
Following the identification and mapping of relevant literature in Step 1, activities in Step 2 

involved defining the selected concepts and categorising these concepts based on their 

disciplinary relevance, importance, and representative power (Jabareen 2009). 

 

Research integrity 
Research integrity requires researchers to display behavior throughout a study’s life cycle that 

earns peer and public trust in science (Chen et al. 2024). It emphasizes “researcher character,” 

research as an art and discipline, and related institutions and systems (Helgesson and Bülow 

2023, 115, 120). Fundamental to scientific credibility, it includes principles like honesty, rigor, 

transparency, open communication, and respect for all participants (Zhaksylyk et al. 2023). 

Institutions and funding bodies set standards to ensure high integrity in research. Key guidelines 

include the 2010 Singapore Statement on Research Integrity which outlines principles such as 

honesty, accountability, professional courtesy, and good stewardship (Resnik and Shamoo 

2011). In South Africa, the 2019 Statement on Ethical Research and Scholarly Publishing 

Practices supports high-integrity research (ASSAf et al. 2019). Despite these efforts, breaches 

in research integrity persist, partly due to irresponsible AI tool use in research. 

In November 2022, generative AI tools like ChatGPT disrupted academia, highlighting 

the need for AI-specific research integrity guidelines. Early frameworks from the Montreal 

Declaration (2018) and the Organization for Economic Cooperation and Development (OECD) 

AI Principles (2019, updated 2024) aimed to promote ethical AI use (Hagendorff 2022). 

However, their uptake in HEIs was limited. The European Commission’s Living Guidelines on 

Responsible AI Use in Research (2024) address the need for research-related guidance, 

promoting credibility, transparency, privacy, and ongoing competence in AI practices 

(European Commission 2024). Hagendorff (2022) notes that principle-based approaches often 

lack practical application. Virtue ethics could bridge the gap between aspiration and action by 

considering human cognitive biases and psychological forces (Hagendorff 2022, 2). Helgesson 

and Bülow (2023, 115) advocate for a value-based approach to research integrity. 
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Artificial intelligence 
AI involves computers performing tasks requiring human intellect, such as learning and 

problem-solving (Kumar 2023). Advances in machine learning (ML) and deep learning (DL) 

drive innovation, with AI mimicking or enhancing human cognitive functions. AI tools like 

ChatGPT and Google’s Bard support adaptive learning environments and assist students with 

learning disabilities (Hamal et al. 2022). Developing socio-technical responsibility among 

researchers is crucial for navigating ethical challenges in digital learning environments. 

AI has the potential to revolutionize education, including teaching, learning, research, 

assessment, and administration. AI technologies, such as language processing and decision-

making, offer exceptional efficiency, performing tasks that require extensive training and 

expertise (Muhlenbach 2022, 218–232). AI’s rapid development creates opportunities in 

healthcare diagnostics, labour efficiency, and social media connections. However, ethical 

concerns arise, including reinforcing biases, exacerbating climate change, endangering human 

rights, and triggering negative outcomes. These risks according to United Nations Educational, 

Scientific and Cultural Organization (UNESCO 2022) disproportionately affect marginalized 

groups. 

 

Academic freedom 
Academic freedom dates back to the Middle Ages, reflecting a long-standing commitment to 

unimpeded knowledge exploration in academia (Altbach 2001). It is a fundamental principle in 

higher education, allowing students to learn and educators to teach and conduct research 

without undue external influence (Altbach 2001; Savvina 2020). This freedom is crucial for 

promoting teaching excellence and research innovation. Despite its straightforward 

conceptualization, defining academic freedom poses challenges due to its broad implications 

for teaching, research, and knowledge pursuit. Supporting academic freedom involves 

acknowledging the crucial role of innovative research in questioning and expanding established 

knowledge paradigms (Kori 2016). Embracing and protecting academic freedom fosters an 

environment where education and research thrive, contributing significantly to intellectual and 

societal development. Academic freedom and research integrity are interlinked, highlighting 

the importance of ethical conduct in academia for maintaining a robust, innovative, and ethical 

academic environment. 

The principles of academic freedom are essential for a functioning higher education 

system. However, it is often absent from official statements of influential organizations like 

UNESCO or the World Bank. HEIs’ decision-makers and financiers frequently prioritize 

administrative and financial issues, diverting focus from essential conversations about the 
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university’s mission and core values. Protecting academic freedom is necessary for HEIs, 

including in ODE settings, to reach their full potential and contribute meaningfully to the 

knowledge-based society. Acknowledging and supporting academic freedom is crucial for HEIs 

to flourish and influence the global intellectual landscape (Kori 2016). 

 

Open distance education  
ODE is a flexible learning approach using digital technology to provide educational 

opportunities regardless of geographical location or socioeconomic status (Akindele et al. 

2021). It transcends traditional classroom boundaries, offering asynchronous and synchronous 

learning through online courses, webinars, and interactive platforms. ODE embodies 

accessibility, inclusivity, and adaptability, becoming a key component of the global educational 

framework. Developing socio-technical responsibility among students is important for 

navigating ethical challenges in digital learning environments (Ashford 2020). 

Recent literature suggests AI in ODE offers opportunities to improve teaching, 

administration, evaluation, and learning (. and Ajaji 2024; Xiao 2024; Akindele et al. 2021). AI 

can personalize learning by analyzing student data and adapting instruction, leading to 

increased engagement and success. It assists educators in designing effective online courses and 

automates administrative tasks, allowing more meaningful student interactions. AI tools 

facilitate real-time monitoring of student progress, enabling early intervention for at-risk 

learners and fostering supportive learning environments (Holmes, Bialik, and Fadel 2019). 

However, AI advancements raise concerns about potential threats to research integrity and 

academic freedom. Educators must address challenges like misinformation, plagiarism, bias, 

and ethical violations. The lack of established guidelines for AI in ODE highlights the need for 

balancing AI’s potential with maintaining academic freedom and research integrity. 

 

Virtue ethics 
The term “virtue” originates from the Latin virtus, reflecting qualities valued in society, 

signifying the strength of moral character (Van Hooft 2014). I  (Chorafas 2015). This notion 

emphasizes the interconnectedness of virtues, highlighting the importance of wisdom and 

education for personal freedom and choice (Chorafas 2015). Pence (in Singer, 1993, 249) 

connects virtue to the actions of a “good person,” which in this context translates to what a good 

researcher would do when employing AI tools while adhering to academic freedom and 

research integrity. 

As a branch of moral philosophy, virtue ethics prioritizes character over duty or 

consequences in ethical decision-making (Quinn 2007). It advocates cultivating virtues as 
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essential to ethical living, promoting decisions that align with virtue rather than rigid adherence 

to rules (Ude 2016). Aristotle is recognized as the founder of virtue ethics, influenced by 

Socrates, Plato, and the Stoics, who studied the cardinal virtues of courage, temperance, 

wisdom, and justice (Chorafas 2015, 395; Pence in Singer, 1993, 252). Aristotle defines virtue 

as “a state of character concerned with choice, lying on a mean,” which is determined by 

rational principles (Chorafas 2015). He argues that the pursuit of virtue leads to the ideal life 

and human functioning (Abakare, 2020). 

Aristotle differentiates between intellectual virtues, which promote knowledge, and moral 

virtues, necessary for living well (Devettere 2002). Each moral virtue exists between two vices: 

one of excess and one of deficiency. Intellectual virtues include open-mindedness, curiosity, 

and intellectual humility, with practical wisdom serving as the unifying intellectual virtue (Van 

Zyl 2018, 10). Moral virtues, such as courage and honesty, are essential for good living (Van 

Zyl 2018, 10). Unlike deontology or consequentialism, virtue ethics emphasizes virtues rather 

than duties or the outcomes of actions. Justice, a significant moral virtue, encompasses aspects 

like equality, fair distribution of responsibilities, compliance with just procedures, and 

managing consequences for wrongdoers (Kessler 2022). 

Proponents of virtue ethics argue that moral behavior results from deliberate actions rather 

than automatic responses, emphasizing thoughtful moral conduct (Meara, Schmidt, and Day 

1996). Integrity emerges as a vital virtue for consistent behavior, although its definition may 

vary with context. In research, failing to attribute someone’s words constitutes plagiarism, 

violating originality and transparency, yet in some cultures, uncredited use may signify respect 

(Tauginienė et al. 2019, 9). However, with Eaton’s (2023) work on post-plagiarism in the era 

of AI, what constitutes plagiarism may need to be revisited. 

Adhering to virtue ethics can guide researchers, educators, and students in ethical conduct 

and integrity across various fields. Authorized usage of AI tools is generally accepted, whereas 

unauthorized use for academic credit can be deemed academic misconduct, defined as any 

action undermining academic integrity, potentially resulting in unfair advantages or 

disadvantages.  

Next, the defined key concepts were categorized based on their disciplinary relevance, 

significance, and representative power. Table 2 presents an overview of these concepts, 

highlighting their role in shaping ethical AI integration in ODE. 
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Table 2: Concepts categories 

Discipline Concept Importance Representative power 
Ethics Virtue ethics High – provides a 

foundational ethical 

framework 

Shapes ethical frameworks guiding AI and 

research integrity, promoting responsible 

AI practices in academia 

Education and 
ethics 

Academic freedom High – essential for 

intellectual autonomy and 

innovation 

Fundamental to fostering independent 

thought and innovation in AI and research 

Research and 
ethics 

Research integrity High – ensures credibility and 

trust in research 

Critical for maintaining standards of 

honesty, transparency, and rigour 

Ensures credibility and reliability of 

research, particularly when integrating AI 

tools 

Ethics, AI  AI  High – core to technological 

transformation  

Critical for maintaining trust in AI-assisted 

processes 

Education, AI 
and ODE 

ODE Medium – facilitates access 

and flexibility 

Enhances educational accessibility, and 

supports personalised learning with 

challenges around quality and integrity in 

ODE contexts 

Source: Authors’ compilation 2024 

As shown in Table 2, the categorization of concepts spans multiple disciplines, emphasizing the 

interdisciplinary nature of the study. Virtue ethics serves as the foundational ethical framework, 

providing guiding principles for responsible AI integration. Academic freedom and research 

integrity are categorized as high-priority concepts, given their crucial role in maintaining 

intellectual autonomy and ethical research practices in ODE. AI, a core technological 

component, is highlighted for its transformative potential, necessitating ethical considerations 

to prevent biases and misuse. ODE is categorized as a medium-priority concept, as it serves as 

the educational context where AI applications are implemented.  

 
Step 3: Deconstructing and re-categorising the concepts 
Each concept was deconstructed to identify its characteristics, assumptions and roles, and then 

organised and re-categorised according to its ontological, epistemological or methodological 

roles. Table 3 illustrates the concept’s attributes, characteristics, assumptions, and roles. 
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Table 3: Concepts deconstruction 
Concept Attributes Characteristics Assumptions Roles 

Research 
integrity 

• Honesty 

• transparency  

• reliability  

• accountability 

in conducting 

and reporting 

research 

• Upholds ethical 

guidelines 

• ensures 

reproducibility of 

research  

• safeguards the 

welfare of research 

subjects 

• Follows established 

norms and ethical 

codes 

• seeks the truth  

• contributes to 

collective knowledge 

• no biases 

• Promotes trust 

• ensures knowledge is 

accurate and reliable 

• protects public interest 

AI • Automation 

• Learning 

• Decision-

making 

• Adaptability 

• Problem 

solving 

• Algorithms and 

models designed to 

mimic human 

cognitive functions 

• machine learning 

• varies in complexity 

• Machines can process 

data 

• learns from patterns 

• improves performance 

• replicates human 

problem solving  

• trade-off between AI 

efficiency and ethical 

considerations 

• Enhances efficiency 

• critical role in data 

analysis 

• predictive modelling 

• large-scale decision-

making 

• raises ethical 

concerns 

ODE • Flexibility 

• Accessibility 

• Technology-

driven 

• Learner 

autonomy 

• Asynchronous 

learning 

• blended learning 

• self-paced learning 

• diverse content 

delivery 

• assessment flexibility 

• Technological access 

• self-motivation and 

discipline 

• diverse learning needs 

• lifelong learning 

paradigm 

• globalisation of 

education 

• Expands access to 

education 

• supports lifelong 

learning 

• advances 

technological 

integration 

• equity in education 

• collaboration and 

networking 

• adapting to changing 

educational needs 

Academic 
freedom 

• Autonomy 

• Expression 

• Inquiry  

• Intellectual 

diversity 

• Right of scholars to 

pursue research, 

teaching, and 

dissemination of 

knowledge 

• protects university 

and students from 

external pressures 

• encourages 

pluralism of ideas 

• Free inquiry and open 

discourse are essential 

• scholars must have the 

liberty to assess and 

criticise 

• some limits apply 

• Supports the 

progression of 

knowledge 

• ensures 

independence in 

academia 

• plays a role in 

maintaining the quality 

and integrity of 

education and 

research 
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Concept Attributes Characteristics Assumptions Roles 
Virtue 
ethics 

• Moral 

character 

• Virtues 

• Ethical 

behaviour 

• Personal 

development 

• Focus on cultivation 

of good moral 

character and virtues 

• emphasises the 

importance of 

practicing virtues 

• encourages 

individuals to act 

according to virtues 

in all situations as 

opposed to following 

rigid rules 

• Human beings have 

the capacity to develop 

virtuous 

characteristics through 

habitual practice 

• ethical dilemmas are 

best resolved by 

considering what a 

virtuous person would 

do in similar 

circumstances 

• moral goodness is 

attained through the 

balance of virtues  

• Guides moral 

decision-making in 

personal and 

professional contexts 

by focusing on 

personal character 

• influences ethical 

practices in various 

fields, such as 

medicine, law, and 

business, where the 

integrity of individuals 

is paramount 

• promotes a holistic 

view of ethics by 

encouraging people to 

live fulfilling lives, 

grounded in moral 

virtues and communal 

well-being 

Source: Authors’ compilation 2024 

Table 3 highlights the fundamental attributes and roles of each concept, illustrating their 

significance in shaping ethical AI integration in ODE. Research integrity is defined by key 

principles such as honesty, transparency, and accountability, ensuring that AI-driven research 

maintains credibility and ethical rigour. AI itself is characterized by automation, decision-

making, and adaptability, presenting both opportunities and ethical challenges in education and 

research. ODE is described through its flexibility and accessibility, emphasizing its role in 

expanding educational opportunities while necessitating safeguards against academic 

misconduct. Academic freedom emerges as a foundational principle that ensures intellectual 

independence and critical inquiry, yet it must be protected from undue influence—particularly 

in AI-driven education. Virtue ethics provides a moral foundation, advocating for ethical 

behaviour based on character development rather than rigid rules. By deconstructing these 

concepts, the article establishes a clear framework for integrating ethical considerations into AI 

governance in ODE, ensuring a balance between technological advancement and academic 

integrity 
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Step 4: Integrating the Concepts 
Building on the deconstruction and re-categorization of key concepts, the next step in 

developing the conceptual framework involved integrating these concepts to establish a 

cohesive ethical foundation for AI in ODE. The interplay between virtue ethics, research 

integrity, academic freedom and AI is critical, as the responsible use of AI in academic settings 

requires a balance between technological efficiency and ethical considerations. Virtue ethics 

provides a character-based moral framework that emphasizes integrity, accountability, and 

justice—key virtues necessary for maintaining research integrity in AI applications. AI’s 

capacity to enhance decision-making, automate research processes, and personalize learning, is 

it imperative to ensure that these advancements do not compromise academic freedom, ethical 

research practices, or the reliability of scholarly outputs.  

 

Virtue ethics and research integrity in AI 
Virtue ethics and research integrity are vital for responsible AI practices in academia. They 

complement principle-based frameworks by emphasizing researchers’ character and 

motivations (Banks 2018). Ethical researchers embody virtues such as bravery, resilience, 

respect, honesty, humility, and reflexivity, essential for maintaining research integrity (Rawdin 

2018). As AI becomes integral to scientific research, ethical issues like bias and transparency 

arise, demanding effective governance (Limongi 2024). A virtue-based AI ethics framework 

suggests four core virtues: justice, honesty, responsibility, and care, plus prudence and fortitude 

as complementary virtues (Hagendorff 2022), to promote ethical decision-making and integrity 

in AI research. 

 

Academic freedom and the role of AI in research 
Integrating AI with academic research presents opportunities and challenges for academic 

freedom. While AI could enhance data analysis and innovation (Chubb, Cowling and Reed 

2022), concerns are raised about potential threats to intellectual autonomy and research integrity 

(Butson and Spronken-Smith 2024). Researchers have to ensure that AI technologies do not 

dictate research directions at the expense of academic rigour and freedom (Butson and 

Spronken-Smith 2024). The use of AI in research should support, not replace, human creativity 

and critical thinking (Chubb et al. 2022). As the role of AI in research evolves, it is essential to 

address ethical and epistemological challenges, engage diverse voices, and maintain a balance 

between technological advancement and the preservation of academic freedom (Butson and 

Spronken-Smith 2024; Chubb et al. 2022). 
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Integrating AI with education and open distance education 
The integration of AI and ODE offers significant potential for personalised learning 

experiences, convenience, and improved educational accessibility (George and Wooden 2023). 

AI enables real-time feedback and personalised learning pathways to make the education 

process more inclusive than traditional learning approaches (Kamruzzaman, Daniell, and 

Chowdhury, 2023). While AI supports enhancing educational accessibility and personalisation, 

it also raises concerns regarding academic integrity, particularly in ODE. AI-driven tools, such 

as plagiarism detectors and examination proctoring systems, help maintain academic honesty 

(Hanbidge et al. 2020). There are concerns that these technologies may not completely prevent 

misconduct, and thus, institutions must continually adapt their strategies to uphold quality and 

integrity (Nicolaides 2018). It is essential to address the challenges of academic integrity and 

educational quality to ensure that AI-driven systems promote equitable learning outcomes. 

 
Ethical considerations and AI in education and research 
Integrating AI into education and research presents ethical challenges concerning fairness, 

transparency, and bias. While AI can enhance learning and research, it necessitates ethical 

frameworks to prevent misuse and ensure inclusivity. Guidelines for responsible AI 

development are essential to uphold principles such as fairness and transparency (Holmes et al. 

2019). AI must address diverse learners' needs without disadvantaging any group due to biased 

algorithms (Sywelem and Mahklouf 2024). Establishing frameworks for transparency and 

accountability is crucial, and continuous scrutiny is needed to reduce bias (Modi 2023). Co-

designing AI systems with educators and researchers can improve trust and ensure ethical 

standards (Chaudhry, Cukurova, and Luckin 2022). 

 
Academic integrity and AI monitoring in education 
Integrating AI in monitoring educational assessments presents opportunities and challenges for 

maintaining academic and research integrity. AI tools can enhance teaching and detect 

plagiarism (Khatri and Karki 2023; Madhu et al. 2023). However, ethical concerns arise, 

including potential threats to critical thinking and creativity (Khatri and Karki 2023). A scoping 

review highlighted both bounded and unbounded ethical implications of AI in higher education, 

focusing on issues of cheating and equity (Moya, Antonieta, and Eaton, 2023). Eaton (2024) 

highlights the significance of upholding human rights and equity in academic integrity policies, 

stressing the importance of avoiding surveillance technologies that disproportionately impact 

marginalized communities. Responsible and ethical use of AI is recommended (Madhu et al. 

2023). 
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AI and ethical governance in ODE 
Integrating AI with ODE presents ethical and governance challenges. Effective governance is 

crucial to ensure ethical AI implementation, emphasizing fairness, accountability, and 

transparency to prevent bias and enhance education accessibility (Cath 2018). Ethical issues 

like profiling and exclusion must be regulated (Holmes et al. 2019). Inclusivity is vital, ensuring 

equitable access to AI systems for all students, particularly disadvantaged groups (Shams, 

Zowghi, and Bano 2023).  

 
Step 5: Synthesizing into a framework 
This research synthesizes the concepts integrated in step four into a coherent theoretical 

framework, validated through an extensive literature review and data sourced from multiple 

academic databases between 2018 and 2024. The initial search yielded the results presented in 

Table 4. 

 
Table 4: Sifting process for the review of literature  

Database Number of sources First sift Final sifts 
EBSCOhost 34 852 7 011 25 

Google Scholar 23900 57 48 

ProQuest 181 5 3 

Scopus 10334 7213 128 

Research Gate 1611 74 24 

Semantic Scholar 654000 104 12 

Total   240 

Source: Authors’ compilation 2024 

Table 4 presents the outcomes of sifting process for the review of literature, which followed a 

systematic approach to narrow down a large pool of sources from six major databases into a 

focused and relevant selection. Initially, the search retrieved a large number of sources, with 

Semantic Scholar yielding the highest at 654,000, reflecting its extensive indexing capacity, 

while ProQuest and ResearchGate produced more modest totals. The first sift significantly 

reduced these numbers through preliminary filtering based on relevance criteria, such as 

keywords, abstracts, and publication dates, with particularly sharp drops observed in Google 

Scholar and Scopus. The final sift applied more rigorous inclusion and exclusion criteria, 

involving full-text assessments and methodological soundness, ultimately narrowing the 

selection to 240 sources.  



Prinsloo, Ramashego, Visagie, Tjano          Balancing academic freedom and research integrity 

250 
 

FINDINGS ‒ SYNTHESISING A CONCEPTUAL FRAMEWORK 
The findings integrate key concepts into a cohesive framework. The following themes emerged 

from the literature analysis and synthesis: academic freedom, AI and research integrity, and AI 

in Open Distance Education (ODE). Out of the 240 reviewed sources, 40 specifically focused 

on academic freedom. These sources represent the countries and regions depicted in Figure 2. 

 
AI and Academic freedom 
The reviewed literature emphasizes that academic freedom is vital for educators and researchers 

to pursue knowledge without external interference. However, Torres (2022) and Hood and 

Cheruvallil-Contractor (2022) note that corporate-controlled AI systems increasingly threaten 

this freedom. Twenty-five studies highlight universities as spaces for intellectual freedom, 

while ten studies express concerns about corporate influence on research directions. Audretsch 

et al. (2024) argue that declining academic freedom hampers innovation, particularly in 

corporate AI environments. 

Figure 2: Geographical distribution of consulted sources 
Source: Authors’ compilation 2024 

Figure 2 presents a world map highlighting the geographical areas where studies reviewed in 

this study. The shaded regions indicate the countries that have been the focus of academic 

freedom, spanning multiple continents. These include the United States, Norway, Germany, 
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New Zealand, Turkey, Hungary, China, Russia, India, Pakistan, Lebanon, the United Arab 

Emirates, the United Kingdom, Latvia, and South Africa. The diversity of these regions 

suggests that academic freedom is a globally relevant topic, examined in various political, 

economic, and educational contexts. While some of these countries represent well-established 

democracies with strong traditions of academic autonomy, others face significant challenges 

related to government influence, policy restrictions, and institutional independence. This wide-

ranging scholarly engagement reflects the complexity of academic freedom and its implications 

for higher education systems worldwide.  Corporate funding can skew research priorities, 

compromising autonomy (Lin 2023). Protecting academic freedom is crucial, as corporate 

influence poses ethical challenges to research integrity. 

AI and research integrity 
AI significantly impacts research integrity, enhancing it by automating repetitive tasks and 

improving accuracy and efficiency. "Research integrity" involves adhering to ethical principles 

and professional standards in research, as highlighted in 147 studies of the 240 reviewed. Most 

of these studies are conceptual, with only two specifying their contexts: Crean et al. (2023) in 

193 UN member states and Paryzhak and Vari (2024) in the US and Ukraine. While AI can 

process vast data and uncover patterns (Bhatt, Shukla, and Agrawal, 2024), it also raises ethical 

concerns, including unintentional bias amplification, which can distort research conclusions. A 

framework for responsible AI use is necessary to ensure transparency and accountability. Khatri 

and Karki (2023) emphasize that upholding research integrity is vital to prevent plagiarism and 

maintain originality in academia. Moya et al. (2023) stress the need for clear guidelines and 

support for ethical AI use to foster accountability and trust among stakeholders. Additionally, 

120 studies noted increased emphasis on research integrity education in higher education 

institutions, especially in developed countries (Zhaksylyk et al. 2023; Ganguly and Pandey 

2024; Castelló-Sirvent , Roger-Monzó, and Gouveia-Rodrigues, 2024). 

AI and open distance education 
The key finding for this theme revealed that, in the context of ODeL, AI is proving to be a 

valuable tool for enhancing student engagement and learning outcomes. This is evident from 

Ezeanya et al.’s (2024) study conducted at the National Open University of Nigeria (NOUN). 

Ezeanya et al. found that AI tools significantly enhance student engagement and learning 

outcomes by improving social interaction and providing personalised support, as found in 

perspectives expressed by NOUN students. Specifically, as affirmed by Ashwini et al. (2023) 

and 45 other sources, AI facilitates personalised learning by recognising and issuing micro-
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credentials, which allow students to earn certifications for specific skills as they progress 

through their studies. According to Jian (2023) and 15 other studies, a gamified approach to 

education fosters good participation, particularly among first-year students, by creating an 

interactive learning environment that rewards accomplishments. Moreover, 12 sources, 

including research by Mijwil,  Ali, and Sadıkoğlu, (2023b) and Semerikov, Striuk, and 

Shalatska (2021), found that AI in ODeL helps bridge geographical barriers, providing learners 

in remote or underserved areas with access to high-quality educational resources and support. 

The following discussion presents the proposed framework supported by validation from the 

literature. 

Step 6:  Validating the conceptual framework  
The current article emphasizes a balanced approach to integrating AI with Open Distance 

Education (ODE), merging research integrity, academic freedom, and ethical AI use. Kamalov 

et al. (2023) note the benefits of AI in education, alongside ethical concerns about authenticity. 

Khlaif et al. (2023) warn of false information and bias from adopting AI without established 

norms. While AI enhances personalized learning and data management, it also poses ethical 

challenges. Memarian and Doleck (2023) stress the need for careful governance to prevent 

issues like plagiarism. Torres (2022) and others raise concerns about corporate influences 

potentially limiting intellectual independence and hindering research autonomy. 

 

Academic freedom and the influence of AI 
The research underlines that academic freedom is fundamental, allowing educators and 

researchers to pursue knowledge freely and innovatively. Savvina (2020) details the role of 

academic freedom in enabling open inquiry and discourse, especially within universities where 

intellectual independence is crucial for advancing knowledge. The integration of corporate-

controlled AI systems however raises concerns over the potential for these systems to influence 

research agendas and methodologies. Torres (2022) and Hood and Cheruvallil-Contractor 

(2022) emphasise that corporate interests in AI could undermine academic freedom, as 

universities increasingly rely on private AI technologies, which may come with restrictive 

policies influencing research focus. 

Studies demonstrate that universities have historically supported intellectual freedom, but 

the presence of corporate AI providers has introduced questions about autonomy in academic 

research. According to Audretsch et al. (2024), a study spanning 157 countries found that the 

diminishing landscape of academic freedom hampers essential innovation, as corporate-

controlled AI tends to prioritise commercial outcomes over independent academic inquiry. 
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Furthermore, AI policies set by corporations may misalign with traditional academic goals, 

thereby limiting the space for explorative and transformative research. Lin (2023) highlights 

these misalignments, explaining that corporate interests often drive AI policies that may not 

always reflect or support the nuanced goals of academia, ultimately threatening research 

autonomy and the diversity of scholarly perspectives. 

 
AI’s role in upholding research integrity 
The rapid integration of AI with academic research contributes to both efficiency and ethical 

challenges in upholding research integrity. Bhatt, et al. (2024) emphasise the ability of AI to 

enhance data processing accuracy, support complex research tasks, and foster productivity, but 

they also point out the need for ethical checks due to risks of bias and a lack of transparency. 

Similarly, Khatri and Karki (2023) argue that, while AI boosts research capabilities, it requires 

strict ethical guidelines to prevent issues, such as unintentional plagiarism and reduced 

originality in academic work. Moya, et al. (2023) add that research integrity in AI integration 

demands clear accountability and adherence to ethical standards to maintain trust and safeguard 

academic credibility. 

AI integration with open distance education  
The influence of AI on ODE is largely positive, offering personalised learning and improved 

engagement. Ezeanya et al. (2024) report, for instance, that AI enhances student engagement 

by facilitating social interaction and providing tailored support. Ashwini et al. (2023) also 

highlight the role of AI in enabling personalised learning through micro-credentials and 

gamified education, fostering considerable participation among first-year students. As observed 

by Semerikov et al. (2021) and other studies, AI in ODE could however introduce inequities 

due to biases in AI-driven assessments, leading to disadvantages for certain student groups. 

Consequently, there is a strong recommendation for an ethical framework to ensure equitable, 

transparent learning environments for all students. 

The conceptual framework grounded in virtue ethics 
Figure 3 provides a schematic presentation of the proposed conceptual framework grounded in 

virtue ethics, aimed at balancing academic freedom and research integrity in AI applications 

within ODE. Helgesson and Bülow (2023) advocate for a virtue-based approach that focuses 

on character development to navigate ethical challenges, particularly when aligning AI 

applications with academic freedom and research integrity. This approach aligns with core 
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virtues and ethical anchors, such as practical wisdom and prudence, which are essential for 

making thoughtful, ethical choices in complex academic environments. 

 
Figure 3: Virtue Ethics Framework balancing academic freedom and research integrity for ODE  
Source: Authors’ compilation 2025 

The framework highlights four interconnected pillars ‒ core virtues and ethical anchors, which 

serve as the foundational principles guiding ethical behaviour. The second pillar constitutes 

moral virtues in AI application, which emphasise fairness and empathy in technology 

deployment. The third pillar is virtue-driven AI governance, which integrates ethical 

considerations into management practices. The last pillar refers to continuous ethical 

development and through feedback loops, it promotes ongoing reflection and adaptation based 

on stakeholder feedback. Collectively, these pillars foster a culture of trust and accountability, 

enhancing the ethical integration of AI in educational contexts, while balancing academic 
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freedom. Relevancy of each of these pillars to value-based ethical behaviour in era of AI is 

detailed below.  

Core virtues and ethical anchors 
Practical wisdom and prudence are essential intellectual virtues. They empower educators and 

researchers to manage the influence of AI on ODE ethically while considering its potential 

influence on students and universities. Chorafas (2015) and Devettere (2002) both state that 

these virtues guide individuals in ethical reasoning, balancing freedom and integrity in 

academic settings.  

Moral virtues in AI application 
Alongside intellectual virtues, the framework includes moral virtues, such as honesty, courage, 

accountability, care, integrity, and justice, which are ethical benchmarks in AI applications. 

Kessler 2022), for instance, elaborate on the role of justice in ensuring fair AI practices that 

promote inclusivity and equity across educational platforms. Similarly, Van Zyl (2018) 

discusses the virtue of courage in confronting ethical issues, such as biases and corporate 

influences, which could compromise academic principles. 

Virtue-driven AI governance 
This virtue-based framework advocates for governance policies that promote transparency and 

accountability. Helgesson and Bülow (2023) emphasize that embedding virtues within 

governance structures helps institutions mitigate ethical risks and create a supportive, 

transparent environment for students and educators. By focusing on virtue-based governance, 

institutions can navigate both practical and ethical challenges associated with the role of AI in 

ODE. 

Continuous ethical development through feedback loops 
Finally, the framework supports a continuous improvement model through regular evaluations 

rooted in intellectual virtues. Raquib et al. (2022) is in favour of for such feedback mechanisms 

to assess and adapt AI applications continuously, ensuring that institutions align with evolving 

ethical standards, and maintain academic freedom and research integrity in the face of new 

challenges. 

 

RECOMMENDATIONS 
Given the interpretation of steps 5 and 6, this article proposes a framework grounded in virtue 

ethics, supporting ethical AI integration with ODE. This framework highlights the catalytic 
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power of the core or intellectual virtues – practical wisdom and prudence – in activating moral 

virtues, such as honesty, courage, accountability, care, integrity, and justice, in fostering a 

responsible and ethical AI environment that upholds the independence and rigour essential to 

academia. The recommendations are divided into practical steps for institutional application 

and avenues for further research, each aiming to create an ethical, transparent, and supportive 

AI-driven educational experience in ODE settings. 

Virtue ethics-driven AI framework in practice 
Implementing a virtue ethics-driven AI framework in ODE institutions would enhance 

academic freedom and research integrity. By grounding AI governance in virtues, such as 

integrity, accountability, and justice, institutions could apply AI ethically while safeguarding 

academic ideals. Transparent governance policies are essential, promoting openness about the 

use of AI and its ethical implications for educators and students. To support academic freedom 

further, HEIs should treat AI as a tool to enable intellectual exploration, reducing the restrictive 

corporate influence that may limit research agendas or methodologies. Institutions should 

incorporate AI accountability into academic integrity policies to prevent ethical breaches, such 

as plagiarism and biased assessments. Alongside these policies, ongoing training on responsible 

AI use would foster a community grounded in virtues, such as honesty, courage, and justice. 

Regular audits and feedback mechanisms would ensure equitable AI application, supporting 

unbiased assessments and equitable educational experiences for diverse student populations in 

ODE. 

Research-oriented practice 
For research, the authors recommend clear, ethical AI standards aligned with international 

guidelines, such as those from the OECD and the Singapore Statement on Research Integrity. 

Research could focus on continuous monitoring systems and feedback loops that allow for 

iterative improvements in AI applications, thereby supporting research integrity. In addition, 

research should examine the influence of AI on academic freedom, investigate how policy shifts 

may shape intellectual independence, and explore ways to counter potential biases from 

corporate-controlled AI. This approach supports a sustainable, virtue ethics-based model of AI 

governance that aligns with academic values while fostering ethical innovation in ODE. 
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CONCLUSION 
This article highlighted how important it is to integrate AI with ODE in a fair and morally 

grounded manner.  It highlights that virtue ethics, with its focus on character and moral virtues, 

provides a robust framework for ethical decision-making that transcends rigid rule-following. 

This approach encourages individuals to cultivate virtues such as honesty, courage, and 

integrity, which are essential for navigating ethical dilemmas.  The article suggests that ethical 

AI integration should be grounded in these virtues to ensure that AI applications align with 

evolving ethical standards while maintaining academic freedom and research integrity.  HEIs 

could support academic freedom and research integrity by following an ethics-driven AI 

framework. The researchers established a proposed framework to enable responsible AI use in 

academia, which calls for open governance, uniform ethical norms, and ongoing training. ODE 

institutions should continue to be aware and aggressively match technical advancements with 

academic principles as AI technologies develop. In addition to safeguarding the integrity of 

research and teaching methods, this dedication would promote a robust, welcoming atmosphere 

where technology is a tool for knowledge acquisition. The researchers call for a holistic view 

of ethics that promotes personal development and communal well-being, advocating for 

policies that support a balance of virtues in ethical practices across various fields, including 

medicine, law, and business.  Future research is needed for empirical validation of the 

conceptualised framework that is proposed. 
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